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ABSTRACT

Smart meters, in conjunction with time-of-use (TOU) pricing, can facilitate an
improvement in energy efficiency by providing consumers with enhanced infor-
mation about electricity consumption and costs, and thereby encourage a shift
away from consumption during peak hours. In 2009-10, the Irish Commission
for Energy Regulation co-ordinated a randomised controlled trial in the Irish
residential electricity market. Smart meters were introduced in approximately
5,000 households, divided into control and treatment groups, with treatment
groups exposed to a variety of TOU tariffs and information stimuli. This paper
analyses the response of Irish households at different times of the day to the
introduction of TOU tariffs and information stimuli. We find that these measures
have a significant effect in reducing electricity consumption in Ireland, particu-
larly during peak hours. However, while households reduce peak demand signifi-
cantly after the introduction of TOU tariffs and associated information, there is
little incremental response to increasing differentials between peak and off-peak
prices.
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1. INTRODUCTION

Electricity demand traditionally exhibits a substantial peak during a small number of hours
each day. Policymakers are aware of the potential benefits that may be generated from a shift in
energy consumption away from peak times. Smart meters, in conjunction with time-of-use (TOU)
pricing, can facilitate an improvement in energy efficiency' by providing consumers with enhanced
information about electricity consumption and costs, and thereby encourage a shift away from
consumption during peak hours.

In the EU, a number of recent pieces of legislation have promoted the use of smart me-
tering, including the Electricity Directive 2009/72/EC, which requires Member States to ensure the
implementation of intelligent metering systems and to carry out a cost-benefit analysis of the system
by September 2012 (Commission for Energy Regulation, 2011b). In Ireland in May 2009 the first
National Energy Efficiency Action Plan (NEEAP) was adopted in line with EU requirements, and

1. The introduction of smart meters may also have wider effects on economic efficiency (via its impact on the investment
and consumption decisions of households, firms and the State).
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included a commitment to encourage more energy efficient behaviour by households through the
introduction of smart meters (Commission for Energy Regulation, 2011a).

In 2007, the Irish Commission for Energy Regulation (CER) announced their intention to
introduce a trial smart metering experiment in the Irish residential and small-to-medium enterprise
(SME) electricity markets.^ Smart meters, which replaced the existing mechanical meter readers,
were introduced in approximately 5,000 households and 650 SMEs. While participating households
self-selected into the trial, and therefore our results cannot be generalised to the overall population
(see also Allcott, 2011b), participants were randomly assigned to control and treatment groups.
Treatment groups were exposed to a variety of time-of-use (TOU) tariffs and information stimuli
(in-home display (IHD) units, monthly billing, etc.). Data was collected over the period 14 July
2009 to 31 December 2010, and as the experiment began on 1 January 2010, six months of pre-
trial data are available for both the control and treatment groups.

Numerous other countries have experimented with the use of smart meters (e.g U.S.,
Canada and Denmark),' and there is a growing international literature analysing the impact of TOU
tariffs on residential and commercial electricity consumption. The availability of high-quality data
on a large and representative sample allows us to estimate the impact of TOU pricing on electricity
consumption in Ireland for the first time.'* An earlier statistical analysis of the trial was conducted
for the CER in 2011 (CER, 2011a); in this paper, we extent that analysis to analyse household
responses to TOU pricing and various information stimuli using econometric methods. Ireland is
an interesting case study as much of the international literature focuses on the U.S. where the use
of air conditioning for residential use is common. As in Ireland there is no demand of air condi-
tioning during the summer, the trial results show the impact of different TOU and information
stimuli on residential electricity demand net of the air conditioning effects, which accounts for a
large part of the household responses in the U.S. (Faruqui and Sergici, 2009). Finally, limited socio-
economic information on the participating households is also available.^

The first aim of this paper is therefore to disentangle the effects of the different TOU tariffs
(peak, day and night) on residential electricity*" consumption during different times of the day. Our
results show that different information stimuli lead to differences in household responses during
different times of the day. In particular, the presence of an IHD that indicates the quantity and cost
of electricity consumed on a real-time basis leads households to contract their consumption during
the peak hours. This is consistent with international research that highlights the importance of
instantaneous direct feedback in generating sustained demand responses. Furthermore, we find that

2. There were three distinct strands to the work; technology trials, customer behaviour trials and a cost-benefit analysis
for the national roll-out of smart meters (Commission for Energy Regulation, 201 la).

3. See www.ontario-hydro.com/index.php7page = current_rates and www.ctenergyinfo.com/dpuc_time_of_day_rates.
htm [last accessed 01 September 2011] for example. Darby (2006) maintain that TOU pricing is most common in parts of
the world with summer and winter peaks allied with supply constraints: California, Ontario, the north eastern states of the
U.S. and parts of Australia. For evidence on Denmark see Gleerup et al. (2010). The roll-out of smart meters has reached
100 per cent in Italy, the UK has a target of 100 per cent by 2019, and other European countries have similarly high targets
(Kavanagh, 2012).

4. While Gans et al. (2011) analyse the impact of enhanced feedback on electricity consumption in Northern Ireland,
they focus just on a group of households who were already cognisant of their electricity consumption due to their choice
of the prepayment option of payment. The extent to which their results are generalisable to other household types is
debateable.

5. As described in Section 3, the quality of the data relating to household income was poor, and as a result, the education
level of the chief income earner is used to indicate household socio-economic status.

6. As explained in Section 3, we concentrate on residential customers only in this paper.

Copyright © 2014 by the IAEE. All rights reserved.
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the magnitude of the contraction increases as the ratio of peak to off-peak prices increases. However,
the extent of the additional reduction in peak demand due to a steepening tariff schedule is very
small in absolute terms. The other stimuli (i.e., bi-monthly and monthly paper billing) also give
rise to reductions in peak demand when TOU tariffs are employed, but for them there is little
evidence of further reductions as the ratio of peak to off-peak prices rises further. This suggests
that the consumers in this experiment respond on the basis of a simple heuristic: they know peak
prices are now higher than at other times of the day and they change their behaviour to reflect this,
but further increases in the differential are either not fully perceived or evoke only a weak response
for some other reason.

Second, we investigate the determinants of electricity consumption during different times
of the day. We find that controlling for day of the week, public holidays, climatic conditions and
household appliance ownership, the presence of different TOU tariffs affects household electricity
consumption during the peak hours, but does not lead to a significant change in electricity usage
during the day and night periods.

Finally, in an attempt to gain further insight into the demand response, we test for possible
heterogeneity across different household types. We examine the variation in our results across
different socio-economic groups, as proxied by the highest level of education completed by the
chief income earner of the household. We find that households with higher education levels respond
to TOU tariffs during the peak period (consistent with the overall results noted above), but that
households with low education levels are less responsive to TOU tariffs.

Section 2 discusses previous research in the area. Section 3 describes our data, while
Section 4 outlines the methodology employed in this paper. Section 5 presents and discusses em-
pirical results, while Section 6 summarises and concludes.

2. LITERATURE REVIEW

Estimates of the price elasticity of electricity demand in the residential sector can be very
different depending on the type of data used (time-series, cross-section, panel), context (national,
regional or local economy), size of the variation in price and time periods covered (see also Alberini
et al., 2011). Here we focus on studies that, similar to the approach used in this paper, use micro-
data on households and that examine the impact of price and information stimuli on electricity
demand.

The extent to which price elasticities differ across population groups is a common focus
of research in this area. Baker et al. (1989) use data from the British Family Expenditure Survey
over the period 1972-1983 to analyse household expenditure on electricity, gas and other fuels.
Prices are national averages. They find a significant own-price elasticity of -0.758 for electricity
demand, with considerable variation in the estimated own-price elasticity across different household
types (e.g., by presence of children, type of heating, income, etc.). Alberini et al. (2011) estimate
price elasticities of energy (electricity and gas) demand using data on over 74,000 households in
the 50 largest metropolitan areas in the U.S. over the period 1997-2007. They report price elasticities
of demand for electricity use that range from -0.67 to -0.86, with the elasticities slightly higher
in poorer households.

As TOU pricing is becoming more common, so too are studies evaluating households'
responses to TOU pricing. Bartusch et al. (2011) examine the impact of the introduction of a
demand-based TOU tariff on a pilot basis to a group of 500 households in Sweden. Using data
before and after the introduction of the TOU tariff, they find that total electricity consumption
declined by 11.1 per cent and 14.2 per cent in the first two years after the change to TOU pricing

Copyright © 2014 by the IAEE. All rights reserved.
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(with the size of the reductions higher in the winter months). They also find a shift in electricity
demand from the peak to off-peak period of 0.8 and 1.2 percentage points in the first two years
(with the shift greater during the summer months). Filippini (2011) analyse electricity data at the
city level for 22 Swiss cities over the period 2000 to 2006. They find that the own-price elasticities
vary between -0.80 and -0.89 during the peak period and between -0.90 and -0.95 during the
off-peak period (positive cross-price elasticities imply that peak and off-peak electricity are substi-
tutes). An earlier study, also using Swiss data, found similar results (Filippini, 1995). Matsukawa
(2001) examine the impact of TOU pricing on residential electricity demand in Japan. The results
show that (1) household response to the high price of the peak period is relatively modest, and (2)
the relative magnitudes of the price and selection effects (i.e., participation in the trial) depend on
the ownership of water heaters.

A variant on TOU pricing is dynamic pricing, whereby rates respond to critical periods of
electricity use. In the U.S., critical periods occur typically during the top one percent of the hours
of the year where somewhere between 9-17 percent of the annual peak demand is concentrated. It
is very expensive to serve power during these critical periods and even a modest reduction in
demand can be very cost-effective (Famqui and Sergici, 2009). A comprehensive review of 15
experiments (largely based in the U.S.)^ with dynamic pricing of electricity was undertaken by
Famqui and Sergici (2009). They find conclusive evidence that households (residential customers)
respond to higher prices by lowering use. The magnitude of the price response depends on several
factors, such as the magnitude of the price increase, the presence of central air conditioning and
the availability of enabling technologies such as two-way programmable communicating thermo-
stats. Across the experiments studied, TOU pricing induces a drop in peak demand that ranges
between three to six percent and critical-peak pricing tariffs induce a drop in peak demand that
ranges between 13 to 20 percent. When accompanied with enabling technologies, the latter set of
tariffs lead to a drop in peak demand in the 27 to 44 percent range. Wolak (2011) examines whether
households in Washington DC face a 'fixed cost of taking action' when responding to dynamic
hourly prices; he finds that the magnitude of the average hourly percentage demand reduction from
hourly pricing is roughly equal to the estimated percentage demand reduction over a longer duration
of high prices.

Charles River Associates (2005) examine the impact of the Califomia Statewide Pricing
Pilot (SPP) on residential and industrial electricity demand (a TOU and two dynamic pricing tariffs
were tested). The experiment involved over 2,500 customers and ran from July 2003 to December
2004. The SPP also tested an information treatment that urged customers to reduce demand on
critical days in the absence of time-varying price signals. For residential customers, the estimated
average reduction in peak-period energy use on critical days was 13.1 percent. Impacts varied across
climate zones, from a low of —7.6 percent in the relatively mild climate of zone 1 to a high of
— 15.8 percent in the hot climate of zone 4. The average impact on normal weekdays was —4.7
percent, with a range across climate zones from -2.2 percent to -6.5 percent. They also found that
households with central air conditioning were more price responsive and produced greater absolute
and percentage reductions in peak-period energy use than did households without air conditioning.
TOU impacts were less significant, due in part to the small sample size, while the information-only
treatments were similarly insignificant. A further variant on TOU pricing ('real-time pricing') was

7. All experiments are based on panel data, involving repeated measurements on a cross-section of customers. Some of
the customers are placed on the dynamic pricing rate (or rates) and fall into the treatment group. Others stay on existing
rates and fall into the control group. Technically, the control group should be randomly chosen (Famqui and Sergici, 2(K)9).

Copyright © 2014 by the IAEE. All rights reserved.
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examined by Allcott (2011b) in an experiment carried out in Chicago. He found that households
conserved energy during peak hours, but did not shift consumption to off-peak periods. He also
found significant and substantial reductions in consumption among households who were given
instantaneous, easily-understood information on prices (in the form of a small plastic globe that
changed colour as prices changed).*

A number of papers have discussed methodological concems with the estimation of house-
hold responses using experimental data. Ham et al. (1997) discuss the importance of accounting
for selection when using experimental data (the bias induced by voluntary participation in such
initiatives is also discussed by Aubin et al., 1995). They measure the responsiveness of small
commercial customers to TOU pricing using data from a TOU experiment conducted by Ontario
Hydro. Participants were randomly assigned to control and treatment groups, but approximately
half of the treatment group refused to participate. Allowing for selection has a significant impact
on the parameter estimates. Nonetheless, they find a significant reduction of 15 per cent in electricity
consumption when the peak period is relatively short in length (approximately 5 hours) and the
peak/off-peak price differential is approximately six to one. For the other two treatments, where
the length of the peak period is longer and the price differential is smaller, no significant reduction
is observed. Own-price elasticities of demand are estimated to be -0.134 in the winter and -0.114
in the summer. Frölich (2004) and Imbens and Wooldridge (2009) discuss issues associated with
the evaluation of multiple treatments. Both papers discuss the difficulty in evaluating the impact of
multiple treatments (in particular, whether treatments are significantly different from each other)
using difference-in-difference methods or altematives such as IV regression (see also Section 4).
Caves and Christensen (1980) discuss the complexity induced by the setting of tariffs such that the
impact on company revenues is neutral in their analysis of the Wisconsin residential TOU electricity
pricing experiment, and find that this requirement reduced variation in prices and consequently
made it difficult to obtain reliable price elasticity estimates. However, participation in the experiment
was mandatory, thus eliminating the problems of selection that frequently characterise such exper-
iments.

In an attempt to explain consumer responses to TOU pricing, and the often small size of
the demand response, a number of papers have highlighted the apparent irrationality of consumer
responses. For example, Allcott and Mullainathan (2010) and Allcott (2011a) highlight how con-
sumers can be systematically biased when they are evaluating energy costs, and in particular, how
they may find it difficult to differentiate between different TOU prices. They also highlight the
importance of the type of information provided. PoUitt and Shaorshadze (2011) and Ito (2010)
discuss the possibility that the lack of continuous information might affect consumer reactions.
Reiss and White (2005) found considerable heterogeneity in consumer responses to complex, non-
linear price schedules for electricity in a sample of Califomian households (households with electric
heating/air conditioning appliances were much more price sensitive). Sexton (2011 ) notes that while
utility companies are actively involved in numerous strategies to reduce residential energy con-
sumption, utilities also employ bilhng strategies that may increase energy consumption, in partic-
ular, budget billing (i.e., smoothing monthly bills to avoid seasonal volatility in energy bills), and
automatic billing (i.e., direct debit payment). In an analysis of residential electricity consumption
in South Carolina, they find that these features of billing do indeed result in unintended conse-
quences in the form of increased electricity consumption (via diminished price salience).

8. However, he does note that households with this device self-selected into this group.

Copyright © 2014 by the IAEE. All rights reserved.



122 / The Energy Journal

As in our experiment, TOU pricing is often combined with various information stimuli.
Darby (2006) reviews the literature on the impact of feedback (both direct in the form of meters or
display monitors, and indirect in the form of frequent, accurate billing) on household energy use.
She finds that overall the literature demonstrates that clear feedback is a necessary element in
learning how to control fuel use more effectively over a long period of time and instantaneous
direct feedback in combination with frequent, accurate billing (a form of indirect feedback) is
needed as a basis for sustained demand reduction. There is some indication that high energy users
may respond more than low users to direct feedback. In terms of indirect feedback, historic feedback
(comparing with previous recorded periods of consumption) appears to be more effective than
comparative or normative information (comparing with other households, or with a target figure).

Gans et al. (2011) estimate the effect of real-time usage information on residential elec-
tricity consumption in Northern Ireland. They exploit the introduction in an exogenous change in
the type of information provided to one set of customers, i.e., those on prepayment accounts, in
April 2002. Erom that date, prepayment customers received immediate feedback about their elec-
tricity consumption via keypad meters.' They use data from 18 waves of Continuous Household
Survey of Northern Ireland (from 1990 to 2009), which is merged with price and plan information
from the electricity utility, and weather data (the final sample size is over 45,000 observations).
They find that households using the keypad use 15-20 per cent less electricity than other households,
even controlling for housing type, heating, household characteristics and selection into the plan.
Their estimated own-price and income elasticities are -0.72 and 0.04 respectively.'" Also in Ireland,
Dulleck et al. (2004) use monthly time-series data of household electricity use over the period 1976
to 1993 to examine the impact of demand management policies that provided information and
offered minor incentives to customers (e.g., information leaflets with households' electricity bills).
They find that the introduction of information programs reduces long-term electricity usage by 7
per cent.

In a statistical analysis of the Irish data to which we apply econometrics later in this paper.
Commission for Energy Regulation (201 la) finds that application of TOU tariffs with a selection
of informational stimuli reduce overall household electricity use by an average of 2.5 per cent and
peak demand by 8.8 per cent. They also find that households with an IHD or with high pre-trial
demand reduced demand more than others, but that increases in the ratio of peak to off-peak prices
beyond the initial step tested do not lead to further statistically significant reductions in demand.
They conclude that demand is highly price inelastic. These results were employed in a full cost-
benefit analysis of the trial and various technology options; the results suggested that a national
roll-out of smart meters would have a positive net present value for most scenarios (Commission
for Energy Regulation, 2011b).

3. DATA

The residential component of the trial involved over 5,000 households (customers of Elec-
tric Ireland") who were asked to participate in the trial.'^ As outlined in Table 1, participant house-

9. The keypad meters combine a rechargeable card control with an interactive display that allows consumers to easily

monitor their electric usage and cost. In November 2010, they accounted for just over one-third of residential electricity

customers.

10. However, it must be noted that the treatment group in this experiment is a particular sub-group of households (i.e.,
those on a pre-payment plan), and therefore these results cannot be generalised to the overall population.

11. At the time of recruitment (mid-2008). Electric Ireland customers represented 100 per cent of residential electricity
customers in Ireland (Commission for Energy Regulation, 201 la).

Copyright © 2014 by the IAEE. All rights reserved.
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Table 1: Housebold Cbaracteristics (sbare of tbe population)

Variable Population
Estimation

sample
Initial
sample

Treated
group

Control
group

Age Groups 18-35
36-45
46-55
56-65
65 +

0.32
0.21
0.17
0.14
0.16

0.09
0.20
0.24
0.22
0.24

0.09
0.20
0.24
0.22
0.24

0.09
0.18
0.23
0.20
0.28

0.09
0.21
0.24
0.23
0.22

Housing type apartment
semi-detached
detached
terraced

0.12
0.29
0.40
0.19

0.02
0.30
0.54
0.14

0.02
0.30
0.54
0.14

0.02
0.30
0.54
0.14

0.02
0.29
0.54
0.14

Labour force status
of head of
household

Employee
Self employed
Unemployed
retired
carer

0.49
0.10
0.14
0.15
0.11

0.47
0.12
0.08
0.32
0.01

0.46
0.12
0.08
0.32
0.01

0.48
0.13
0.08
0.30
0.01

0.43
0.11
0.07
0.37
0.01

Household
ownership status

Rent
Own

0.27

0.73

0.06
0.94

0.06
0.93

0.06
0.94

0.07
0.93

Note: Further tests of significant difference in means between the treated and control groups are provided in Table 4.

holds are different to those in the general population in a number of respects, most notably in terms
of age distribution. Our demand responses are therefore estimated from a group of households who
self-selected into the trial; therefore, our results cannot be generalised to the overall population (see
also Allcott (201 la)). However, Table 1 also illustrates that the assignment of participant households
to control and treatment groups was random.

In order to assess whether TOU pricing and information stimuli led to a change in house-
hold electricity consumption, half-hourly data were collected for each participating household over
the period 14 July 2009 to 31 December 2010.'^ Households were randomly assigned to either the
control or treatment groups for the commencement of the experiment on 1 January 2010.''* The
control group was billed on their normal tariff and saw no changes to their bill. They received none
of the information stimuli and were requested to continue using their electricity as normal (Com-
mission for Energy Regulation, 2011a). Benchmark pre-trial data is available for all households
(both control and treatment) for the period 14 July 2009-31 December 2009.

Treatment households were randomly assigned to different TOU tariff groups and to dif-
ferent information stimuli groups. The allocation of treatment households between tariffs and in-
formation stimulus groups was decided by the regulator at the end of 2009. In order to allocate the
treated groups between different tariffs and information stimuli a principal component analysis was

12. We focus on residential electricity participants in this paper, as the publicly-released micro-data relate only to
residential participants in the trial.

13. Data collection started earlier in 2009, but the anonymised dataset provided to researchers omitted data collected up
to 14 July due to incompleteness of the sample.

14. Of course, it is possible that control group households might also change their behaviour as a result of their partic-
ipation in the trial ('John Henry' effects), but without information on non-participants it is impossible to test for this
possibility.

Copyright © 2014 by the IAEE. All rights reserved.
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Tahle 2:

Tariff

Control
Tariff A
Tariff B
Tariff C
Tariff D
Tariff W/E

Pre- and Post-Treatment

Pre-Treatment Period
Peak, Day and Night

16.24
16.24
16.24
16.24
16.24
16.24

Period Tariffs (€ cents per kWh,

Post-Treatment Period

Peak

16.00
22.70
29.51
36.32
43.13
33.03

Day

16.00
15.89
15.32
14.76
14.19
14.45

Night

16.00
13.62
12.46
11.35
10.22
11.35

including VAT)

% change

Peak

-1.5
39.8
81.7
123.7
165.6
103.4

Day

-1.5
-2.2
-5.6
-9.1
-12.6
-11.0

Night

-1.5
-16.1
-23.1
-30.1
-371
-30.1

Note: The pre- and post-treatment period prices for the control group are slightly different as the pre-treatment period
electricity tariff was reduced (for all customers of Electric Ireland) in October 2009. The post-treatment period price for the
control group therefore reflects the new lower tariff that was charged for all participants from October 2009-December
2009, and for control group participants from January 2010.

applied to identify the main household characteristics and to optimally combine interest in energy
reduction and usage profile. Given these combinations, the participants were randomly allocated to
different treatment groups.''

Four TOU tariffs were tested. TOU prices referred to peak (17:00-18:59 Monday-Friday,
excluding public holidays), day (08:00-16:59; 19:00-22:59 Monday-Friday, plus 17:00-18:59 pub-
lic holidays, Saturday and Sunday) and night (23:00-07:59) periods (based on system demand
peaks). A weekend tariff was also tested (whereby the night rate applied all day Saturday and
Sunday, with separate peak, day and night tariffs for weekdays). In comparison with the initial fiat-
rate tariff, the electricity price associated with peak hour consumption rose up to a maximum of
166 per cent of its initial value, while the price of electricity during the day and night was decreased
by a maximum of 13 per cent and 37 per cent respectively. The TOU tariffs were designed to be
neutral in comparison with the standard ñat-rate tariff to ensure that the average participant who
did not change their electricity consumption would not be financially penalised.

On this, the regulation authority explicitly states that "Throughout the Trial all participants
testing time-of-use tariffs were guaranteed that they would not pay more for their electricity than
if they had been on the normal Electric Ireiand tariff (14.1c per unit ex VAT). Accordingly, ail
participants received a balancing credit at the end of the benchmark period and in January 2011.
The small number of individuals who incurred costs above this average were recompensed on a
case by case basis".^^

The base TOU tariff (Tariff A) refiects the underlying cost of energy transmission, distri-
bution, generation and supply (Commission for Energy Regulation, 2011a). Table 2 sets out the
various price levels applying in the pre- and post-treatment periods.'^

In addition, treatment groups were also subjected to one of four information stimuli.'^ In
Ireland, electricity customers typically receive bi-monthly paper bills. Households in the treatment

15. Eor a complete description of the allocation between stimulus and tariff groups see Commission for Energy Regu-

lation (201 la).

16. These payments ranged from €30 under Tariff A to €90 under tariff D (Commission for Energy Regulation, 2011 a

pp.8).

17. There is some debate in the literature over whether households respond to average or marginal prices. It has been

argued that households respond to average price, which is easily calculated and observable (see Alberini et al, 2011 for

example).

18. Treatment households were also supplied with a fridge magnet (detailing the time bands and associated costs) and

a sticker (detailing the time batids) (Commission for Energy Regulation, 201 la).

Copyright © 2014 by the IAEE. All rights reserved.
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Table 3: Number of Households Involved in tbe Trial

Tariff/Information Bimonthly Monthly
Stimulus Billing Billing IHD Total

Control Group
Tariff A
Tariff B
Tariff C
Tariff D
Tariff W/E

768
226
90
250
93
76

n/a
241
98
245
96
n/a

n/a
232
93
233
90
n/a

768
699
281
728
279
76

Tot 1,503 680 648 2,831

Source: Commission for Energy Regulation, 201 la.
Note: the weekend tariff was only combined with the bi-monthly billing information
stimulus. IHD refers to 'in-home display' (see Section 3 for further details).

group were randomly assigned to one of four groups; bi-monthly billing, monthly billing, bi-
monthly billing plus IHD stimulus, bi-monthly billing plus overall load reduction (OLR) stimulus.
OLR refers to households who received €20 (plus their energy savings) if they reached a monthly
target (based on historic trend minus 10 per cent). As the precise prices faced by households in the
OLR group could not be determined, we excluded these households (n = 940) from our analysis.'^
Among the treatment group therefore, 13 distinct groups defined by combinations of the various
TOU tariffs and information stimuli are identified. Table 3 outhnes the numbers of control and
treatment group observations available for analysis.^"

The quality of the data on electricity consumption is very high. Only a small percentage
of households were excluded due to incomplete records (i.e., due to signal problems impacting on
the retum of half-hourly smart meter readings). Detailed information on each of the participating
households was also collected, both before and after the trial period. Information on household
composition, appliance ownership and use, as well as attitudes towards energy conservation and
the environment was collected. As detailed below, we also examine the response of different house-
hold types to the various TOU tariffs and information stimuli in an attempt to gain further insight
in household demand responses (see also Imbens and Wooldridge, 2009). This requires detailed
information on household composition and socio-economic status. We use an indicator ofthe highest
level of education completed by the chief income eamer of the household in order to identify
different household types as there are some problems with other potential indicators.^'

As the pre-treatment period started on the 14th of July 2009, we also exclude the first
seven months of the post-treatment period to correctly estimate household responses to the intro-
duction of tariffs and information stimuli. The final sample size is 967,756 observations, across
2,831 households (768 in the control group, and 2,063 in the treatment group). As outlined in Table
3, the initial sample of households and the final estimation sample of households do not dif

19. A sample of the information provided with the bills can be found on pp.85 of Commission for Energy Regulation
(2011a).

20. Half-hourly data were aggregated to daily totals.

21. For example, the indicator of household income is poorly recorded (many missing observations, and an analysis of
the summary statistics indicates that the wording of the question caused confusion among households in relation to whether
responses should be annual, monthly or weekly income, or pre- or post-tax. In addition, information on the number and
ages of individuals in the household did not allow us to distinguish among households with children of different ages.

22. The reduction in the number of households is due to the exclusion of households on the OLR tariff, as well as
households with missing socio-economic information.
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Figure 1: Monthly Temperatures, Average (1990-2009) and 2010
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Data source: Met Eireann, various years

2010

The main focus of this paper is the estimation of the reaction of households to different
TOU tariffs and different information stimuh. However, to gain more precise estimates of household
responses to TOU pricing, it is also important to control for other determinants of electricity con-
sumption such as weather pattems. As discussed in Section 2, previous research has highlighted
the importance of the weather and the number of appliances in each household in determining
electricity consumption. In addition to price and information stimuli, we therefore include in our
analysis the number of electric appliances owned by the household,^' and proxies for the temperature
and climate variables in the form of heating degree days (HeatingDD) and sunshine hours for each
individual day over the period 14 July 2009-31 Decemher 2010.̂ '* We also include a categorical
variable that indicates the day of the week, and a binary variable that indicates public holidays.

Moreover, we create a dummy variable which is equal to 1 for households that have electric
heating, and we interact this variable with the HeatingDD indicator, to control for heterogeneity in
the response to temperature among households that have different heating methods. In this way, we
also control for potential effects on electricity consumption during the months of November and
December 2010, when it was unusually cold in Ireland (see Figure 1).

4. METHODOLOGY

The main advantage of the experiment conducted on smart metering and TOU pricing in
Ireland is that our data are unaffected by the selection bias that usually characterises this type of
analysis.^^ While initial participation in the experiment was not random, households were subse-

23. For the appliances we consider the numbers of washing machines, dishwashers, tumble dryers, laptops and PCs,
TVs, electric cookers, electric showers and standalone freezers owned by each household. In the heating dummy variable
we consider whether the household has electric heating or an electric water heating/pumping system in the house. The
number of appliances is strongly significant in all our estimations.

24. Information on heating degree days and sunshine hours is available for Dublin Airport only. In any case, more
detailed information on the regional location of households is not available.

25. See Card and Kruger (1984), among others.
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age group 1
age group2
age group3
age group4
age group5
appliances
high education
occupancy
income group
electric heating

0.609
0.644
0.576
0.719
0.528

-0.082
0.012
0.055
0.025
0.021
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Table 4: Probit Results

Coef Std. Err.

0.630
0.626
0.624
0.625
0.625
0.059
0.086
0.072
0.029
0.150

Notes: ***p<0.01, ** p<0.05, *p<0.1. This model tests for significant differences
in characteristics (e.g., age group, income, etc.) between the treatment and control
groups. See Section 4 for further details.

quently randomly assigned to either the control or treatment groups. This means the sample was
collected with the objective that the treatment and the control groups should not have any significant
differences apart from the treatment (see Table 4). In order to test the effectiveness of this approach,
we estimated a probit model in which the dependent variable was the probability of being part of
the treated group and the independent variables were household characteristics (age of the individual
who responded to the household questionnaire, appliances used by the household, level of education
of the chief income earner of the household). None of these variables proved to be significant at
the standard significance levels, as highlighted in Table 4. Moreover, a comparison of the means
of different variables that summarise the household characteristics did not show any significant
difference. *̂

As we also have information from the pre-treatment period for control and treatment
groups, the natural choice of estimator for the reaction to different tariffs and stimuli is the differ-
ence-in-difference estimator. This technique allows us to correctly estimate the difference in the
means between the control and the treatment groups in the post-treatment period, controlling for
common trends across the two groups during the pre-treatment period.

Let us denote fi¿, as the mean of the outcome of the group / at time t, in which i is equal
to 0 (control group) or 1 (treatment group) and t is equal to 0 (pre-treatment period) or to 1 (post-
treatment period). As the only difference between the households who populate our sample is the
treatment, we estimate the difference-in-differences («ii-/^oi)-C"oi-/^oo). using the random effects
estimator for panel data.̂ ^ All models are estimated using STATA 12.1, and standard errors are
adjusted for clustering at the household

26. Details on request from the authors.

27. While Hausman tests reject the random effects specification, we estimate random effects models because i) the
estimated coefficients are identical under the two specifications (to within 3 decimal places or more) and ii) we are interested
in the effects for the time-invariant variables such as the treatment group dummy, heating type and appliance ownership.
Wooldridge (2002) notes the difficulty in choosing between the fixed- and random-effects specifications when the Hausman
test is rejected, but the difference between the estimates is small (as in our case).

28. We also tested a specification in which the standard errors were calculated with the Driscoll-Kraay procedure to take
into account possible cross-sectional dependence in the residuals. It does not lead to significant changes in otir results; we
thank one of the anonymous referees for this suggestion.
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We estimate three different versions of our model: a benchmark case; a model in which a
dummy for high educated people is included; and models in which we include dummies in order
to distinguish between additional household types ,based on the age of the survey respondent, and
the occupancy status of the household (rent, owned outright and owned with mortgage).

Impact of Different TOU Tariffs on Electricity Demand

In order to test the impact of a change in the tariff structure, given the different information
stimuli, we estimate the following equation:

,,+ aJariffB,+ a^TariffC,,+ aJariffD,+aJ

group, + a-iTarifß group, + a{TariffC group, + OgTariffD group,

group, + a¡¡PostTreatPeriod,+ a¡2PubHol,+ a^^Sunday,

+ a^Monday, + a^^Tuesday, + a¡¿Thursday, + a^-iFriday, +

a2\Appliances,+ a2

in which q,, is the daily consumption of electricity by household / in time period f (peak, day, night),
TariffA,, is the dummy variable indicating that the household was exposed to tariff A during the
post-treatment period, TarifjB,, is the dummy variable indicating that the household was exposed to
tariff B during the post-treatment period, etc. TariffW,, is the dummy variable indicating that the
household was exposed to the weekend tariff during the post-treatment period (this tariff was applied
only to consumers facing the bi-monthly billing information stimulus). The coefficients a^ — a^
therefore represent our difference-in-difference estimates (i.e., the effect of the various TOU tariffs
on household electricity consumption). TarrifA group, is the time-invariant dummy variable indi-
cating that the household is a member of the Tariff A treatment group, TarrifB group, is the time-
invariant dummy variable indicating that the household is a member of the tariff B treatment group,
etc., while PostTreatPeriod, is the dummy variable indicating the post-treatment period. This vari-
able simply indicates the difference in the dependent variable between the pre- and post-treatment
periods, that is: PostTreatmentPeriod,, = E(y,\contrp)—E{y,\treatmentp). We expect that this vari-
able will be negative and significant in all models, as the change in tariffs and information stimuli
should lead treated households to be more aware of their electricity consumption and to take steps
to reduce their consumption. On the contrary, we expect that the treatment group dummies TariffA
group, will be always insignificant as the treatment and the control groups are not statistically
different to each other (as demonstrated above).

Additional variables include PubHol, which is the dummy variable for public holidays,
while we also include a set of dummies for each day of the week. HeatingDD is a variable that
reflects the heating degree days, sunshine is a variable that reflects sunshine hours (not included in
the night specification). Appliances is a count variable of the number of appliances owned by the
household and ElecHeat is a dummy variable indicating that the household has an electric heating
system. The variable HDD*ElecHeat is a variable that interacts the HeatingDD with the ElecHeat
dummy; this variable should control for high electricity consumption during the winter of 2010, in
which the temperatures in Ireland were exceptionally low, as well as the differential response to
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TOU tariffs among households with different heating types. We estimate nine different specifications
of the model, which represent different combinations of time of day (peak, day, night) and infor-
mation stimulus (bimonthly billing, monthly billing, IHD). ^̂

Differential Response to TOU Pricing and Information Stimuli by Household Education
Level

To correctly disentangle the differences in electricity consumption between households
with different socio-economic characteristics we re-estimate model (1) by adding the interaction
between the high education dummy, the tariff group indicators and the post treatment indicator.^"
The response rate to the income question in the pre-trial survey was poor, and the information on
household composition (e.g., number and ages of children) is not detailed enough to construct a
household composition variable. Instead, we use information on the highest education level of the
chief income earner of the household. The education dummy is equal to one if the chief income
earner had a third level qualification (38.3 per cent of households are thus classified as 'high
education households', while 61.7 percent are classified as 'low education households').

The education level of the household (proxied by that of the chief income earner) may
have non-trivial effects on electricity consumption during different times of the day: on one hand,
high education households may be more concerned about the efficient use of their appliances, and
we therefore might observe a higher contraction in consumption during the peak hours among these
households than among low education households. On the other hand, education can (at least
partially) pick up some of the income effects, and so we might expect that low education households
might be more concerned about price than the high education households.

Differential Response to TOU Pricing and Information Stimuli by Alternative Household
Characteristics

While the education level of the chief income earner is our main indicator of household
socio-economic status, we also ran the models using alternative dummies in order to capture dif-
ferent household characteristics. First, we distinguish between households of different ages, as
proxied by the age of the survey respondent. We consider 4 different age groups: young people,
aged 18-34; adults aged 35-54; adults in the last stage of their career (55-64) and retired people
(i.e., those aged 65-H). Second, we also consider household occupancy status. While acting as a
proxy for household resources, this potentially also affects the household reaction to different prices
as the inclusion of utility payments in rent may reduce the effectiveness of increasing electricity
prices.

5. EMPIRICAL RESULTS

Impact of Different TOU Tariffs on Electricity Demand

Table 5 presents the results of the difference-in-difference analysis of the introduction of
TOU tariffs for the peak, day and night periods respectively (with the samples further disaggregated

29. As discussed by Frölich (2004) and Imbens and Wooldridge (2009), it is difficult to evaluate the impact of multiple
treatments (in particular, whether treatments are significantly different from each other) using difference-in-difference meth-
ods or alternatives such as IV regression. However, in this application, we investigate the demand response among house-
holds exposed to different information treatments separately. In this case, the treatment is comprised of four different TOU
tariffs only.

30. We thank one of the three anonymous referees for this suggestion.
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by information stimuH). The post-treatment period dummy is strongly negative and significant in
both the peak and day specifications. The same result emerges from the analysis performed by
Faruqui and Sergici (2009); however, our results are not directly comparable as their study accounts
only for differences in the pricing structures before and after the treatment period, whereas our
analysis also assesses the impact of differences in information stimuli. As expected, the consumption
of electricity decreases more during peak than day hours. Moreover, in our analysis electricity
consumption decreases even during the night hours, but this decline is not statistically significant.
As expected, the treatment group dummy is always insignificant, with the exception of the night
specification where it is sometimes weakly significant. •̂ '

Variables relating to the day of the week are largely significant, and have signs that are
consistent with expectations (i.e., relative to Wednesdays, peak consumption is lower, and day
consumption is higher on weekends). Peak period electricity consumption is also significantly lower
on public holidays (and day consumption correspondingly higher).

The influence of the weather is highly significant. The effects of heating degree days and
sunshine hours are positive and negative respectively.^^ When HeatingDD is interacted with the
indicator for electric heating, the effect of HeatingDD is more strongly positive, indicating the
particular burden that low temperatures place on those that rely on electric heating. Finally, the
number of appliances installed in each house is positive and significant in all the different specifi-
cations of the model.

From Table 5 it is clear that consumption during the peak hours is negatively affected by
the initial introduction of TOU tariffs. However, across the different information stimuli, there are
differences in both the magnitude of the effects, and how consumption responds to increasing tariffs.
For example, in the peak period model, electricity consumption is always lower under tariff D (with
the highest ratio of peak to night prices) than under tariff A (with the lowest). In the households where
IHDs are installed, there is a linear relationship between the size of the tariff applied and the con-
traction in electricity consumption. However, when the stimulus is characterised by the provision of
less frequent information (bi-monthly or monthly paper billing), the magnitude of the reduction is
different across the different tariffs. For instance, when the households receive a bi-monthly bill, the
contraction in electricity consumption during the peak is higher under tariff B than tariff A, which is
plausible. However, households that face tariff C do not respond to the increase in the peak period
electricity tariff, although those on tariff D do respond significantly. A similar nonlinearity in the
consumption contraction in the peak period under the four different tariffs is associated with the
monthly billing stimulus, although the pattem is closer to that observed for the IHD stimulus.

Although the IHD stimulus is associated with the most consistent-looking price response,
it is still weak in absolute terms. The ratio of peak to night prices rises from about 1.7 in Tariff A
to 4.2 in Tariff D as per Table 2. This is a substantial relative price change. Nevertheless, the
associated reduction in peak usage is only 1 per cent for each step change in tariff and a total of
4.5 per cent from Tariff A to D. More than a doubhng of the peak/night ratio leads to a reduction
of less than 5 per cent in peak demand. These results show some consistency with previous research.
Reiss and White (2005) found a non-linear reaction between the changes in electricity demand and
the apphed electricity prices in Califomia. Pollitt and Shaorshadze (2011) and Ito (2010) discuss
the possibility that the lack of continuous information might affect consumer reactions. Allcott and

31. For the night specification this dummy might include a compositional difference between the treatment and control
groups that exists in the night time (and which was not apparent in the overall results presented in Table 3).

32. We exclude the number of sunshine hours from the night demand analysis.
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Mullainathan (2010) and Allcott (201 la) highlight how consumers believes can be systematically
biased when they are evaluating energy costs.

In the Irish experiment, monthly and bi-monthly billing might not provide sufficient in-
formation to households, who then cannot regulate their behaviour consistently with the tariff
applied. In contrast, the provision of real-time information on both the quantity and cost of electricity
consumed via the IHD seems to result in more consistent behaviour among the treatment group
households (at least in the peak period). Overall, household responses may be dominated by ap-
plication of some simple heuristic: they know peak prices are now higher than other times of day
and they change behaviour to reflect this, but further increases in the differential are either not fully
perceived or evoke only a weak response for some other reason.

Electricity consumption during the day and night is less responsive to TOU tariffs. As
Table 2 highlights, the changes from the pre-treatment period for the day tariff were quite low
(ranging from -2.2 per cent under tariff A to -12.6 per cent under tariff D), so it is perhaps
understandable that households did not change their consumption significantly.

In contrast, night tariffs varied from -16.1 per cent to -37.1 per cent than those applying
in the pre-treatment period. However, the lack of reaction of the households to TOU pricing in the
night period under all the various stimuli may be explained by considering that consumers tend to
react more to a price increase than to a price decrease (see Dawes, 2004). In addition, the night
tariff began at 11 p.m., making it difficult to shift the usage of many appliances (cooker, shower
and washing machine) to these hours.

Differential Response to TOU Pricing and Information Stimuli by Household Education
Level

To ascertain whether the response to TOU pricing is different across households with
different education levels, we run the model including the high education dummy, and interactions
between this dummy and the various treatment groups. Table 6 shows our results for the different
stimuli.

Eocussing on the peak period first, the results indicate that highly educated people under-
stood the tariff signal correctly, as they reduced their consumption during peak hours in the treatment
period. The coefficients of the interaction terms between the high education and the time invariant
effects are always negative and significant. However, as in the baseline case, the contraction in the
consumption is higher when households are in possession of an IHD. This suggests once again that
regular feedback in the form of an IHD is more effective in reducing peak-period electricity con-
sumption than other stimuli. As with the baseline results, day consumption is largely unaffected by
TOU pricing. However, high education households are affected by TOU pricing for night con-
sumption, as both the education dummy and the interaction terms are positive and significant. Thus,
highly educated households seem to shift their electricity consumption from peak to night hours.

Differential Response to TOU Pricing and Information Stimuli by Alternative Household
Characteristics

The inclusion in our analysis of alternative indicators of household socio-economic status
confirms the general results. However, some interesting conclusions might be drawn for the age
groups and the house occupancy type. Eirst, adults (aged 35-54) are the most responsive to changes
in the peak prices, when IHD is installed. Second, households who are renting their apartment are
less responsive to change in peak pricing than households who live in their own houses. The last
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result can be understood by considering that sometime the rent is inclusive of the utility bills; this
affects the incentives in changing the electricity consumption in presence of different tariffs and
stimuli.^^

6. DISCUSSION, SUMMARY AND CONCLUSIONS

The analysis in this paper presents estimates of the response of a sample of Irish households
to TOU tariffs and information stimuli in the residential electricity market. The quality of the data,
along with the careful experimental design, allows us to examine these issues for the first time in
Ireland. While participating households self-selected into the trial, and therefore our results cannot
be generalised to the overall population (see also Allcott (201 la)),""* participants were randomly
assigned to control and treatment groups. The impact of TOU tariffs and information stimuli has
been examined in other countries; however, the application to Ireland presents evidence for a country
with a very different climate to that analysed in most recent analyses (i.e., a temperate climate with
no household air conditioning). While the results provide important lessons for policymakers in
designing smart metering initiatives, it must be noted that participants self-selected into the trial,
and all participants were guaranteed that they would not pay more for electricity than if they had
remained on their usual tariff.

Our results show that TOU tariffs and information stimuli are effective in infiuencing
electricity consumption. In terms of information stimuli, the provision of an IHD is particularly
significant. It must be noted that our results are not directly comparable with those of the stadstical
analysis of the data (Commission for Energy Regulation, 201 la). The statistical analysis involved
a before-after analysis of electricity consumption under the different TOU tariffs and information
stimuli. In addition, the researchers did not impose any parametric assumptions on the relationship
between electricity consumption and prices/information stimuli and they imputed missing values
for the cases in which electricity consumption readings were missing. Our analysis further controls
for possible sources of heterogeneity across households (e.g., appliance ownership), and this allows
us to separate out the pure effect of the variation in the tariffs and the presence of the stimuu from
the environmental and household specific characteristics.

Our results are particularly interesting as they highlight how the presence of different TOU
tariffs, in combination with different information stimuli, affects household electricity consumption
during different times of the day. The results of different TOU tariffs indicate that TOU pricing is
only statistically significant in influencing household electricity consumption during the peak pe-
riod. This is not surprising given the sharp increases in peak period prices that were observed
between the pre- and post-treatment periods, while the changes for the day and night periods were
much smaller (see Table 2). However, we do observe a non-linear response to TOU tariffs for the
peak period for households that received a bimonthly or monthly paper bill, in contrast to the results
for households with an IHD where the response is linear. The magnitude of the results for monthly
paper billing are closer to the results for the IHD stimulus, while the results for the bimonthly paper
billing option are smaller in magnitude. This is consistent with the research noted above that stresses
the importance of regular and easily understood feedback in infiuencing consumer energy use.

33. Results for this section are available from the authors on request.
34. In addition, all participants testing time-of-use tariffs were guaranteed that they would not pay more for their

electricity than if they had been on the normal Electric Ireland tariff (14.1c per unit ex VAT). If appropriate, treatment
households were provided with a balancing credit (ranging from €30 to €90) in two installments.
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While there is a general tendency for peak usage to fall when TOU tariffs are in place
regardless of information treatment, additional increases in the ratio of peak to night prices only
results in limited further absolute decreases in usage. This could imply that while households
understand that peak prices are higher under the new tariffs, but they do not fully understand how
much higher they are under specific plans or that they have little scope to respond to higher prices
beyond their initial reaction.

In order to understand how different groups react to the same changes in the TOU tariffs
we include interactions with household education level. Our results show that, for the peak period,
regular feedback in the form of an IHD is particularly effective in reducing peak-period electricity
consumption. The fact that high education households respond in a linear way to increasing peak
prices is consistent with the research of Ito (2010) who suggests that individuals with higher edu-
cation levels are better able to understand prices and information stimuli. The fact that the latter
effect is significant only for households with IHDs reinforces the importance of easily-understood,
instantaneous feedback in infiuencing electricity consumption. The education dummy is positive
and significant also for the night specification. This indicates that highly educated people has at
least partially shifted their electricity consumptions from peak to night hours.

In the context of European climate policy targets and the importance of matching electricity
supply and demand, these results have important pohcy implications. They indicate that TOU
pricing can be effective in infiuencing peak period household electricity consumption, and suggest
than the price response is more consistent when accompanied by real-time feedback in the form of
an IHD. However, the weakness of responses to further relative price increases may suggest that
the scope for demand response is quickly exhausted or that consumers use simple heuristics when
considering how to respond. Further research will be needed to determine which of these mecha-
nisms is most significant. The importance of appropriate information is again highlighted by the
different resuhs for households with low and high education levels.
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Abstract 

Raw materials are essential to securing a transition to green energy technologies and for achieving the goals 
outlined in the European Green Deal. To meet the future energy demand through renewable energy sources, 
the power sector will face a massive deployment of wind and solar photovoltaic (PV) technologies. As a result, 
the consumption of raw materials needed to manufacture wind turbines and PV panels is expected to increase 
drastically in the coming decades. However, the EU industry is largely dependent on imports for many raw 
materials and in some cases is exposed to vulnerabilities in its supply. These issues raise concerns about the 
availability of some of the raw materials needed to meet the future deployment targets for the renewable 
energy technologies. 

This study aims to estimate the future demand for raw materials for wind turbines and solar PV in various 
decarbonisation scenarios. 

For the EU, the material demand trends were based on the EU legally binding 2030 targets and deployment 
scenarios aiming to achieve a climate-neutral economy by 2050. At global level, the generation capacity 
scenarios were selected based on various global commitments to limit greenhouse gas (GHG) emissions and 
improve energy efficiency. 

In addition to power generation capacity, the material demand calculations took three more factors into 
account: the lifetime of the power plants, the market share of the sub-technologies and material intensity. By 
evaluating and combining these factors, three demand scenarios were built, characterised by low, medium 
and high material demands. 

For wind turbines, the annual material demand will increase from 2-fold up to 15-fold depending on the 
material and the scenario. Significant demand increases are expected for both structural materials – concrete, 
steel, plastic, glass, aluminium, chromium, copper, iron, manganese, molybdenum, nickel and zinc – and 
technology-specific materials such as rare-earth elements and minor metals. 

In the EU the biggest increase in material demand will be for onshore wind, with significantly lower variations 
for offshore wind, while on the global scale the situation is the opposite. The most significant example is that 
of rare earths (e.g. dysprosium, neodymium, praseodymium and terbium) used in permanent-magnet-based 
wind turbines. In the most severe scenario, the annual EU demand for these rare earths increases 6 times in 
2030 and up to 15 times in 2050 compared to 2018 values. As a consequence, by 2050, the deployment of 
wind turbines according to EU decarbonisation goals alone will require most of the neodymium, 
praseodymium, dysprosium and terbium currently available to the EU market. In the high demand scenario, 
the global demand for rare earths in wind turbines could increase 8-9 times in 2030 and 11-14 times in 
2050 compared to 2018 values, a slightly lower increase compared to the EU. 

For solar PV technologies there are large differences in material demand between different scenarios, 
especially for those specific materials used in the manufacturing of PV cells. In the most optimistic case, 
improvements in material intensities could lead to a net decrease in material demand. In the medium demand 
scenario, the balance between capacity deployment and the material intensities will result in a moderate 
increase in demand ranging from 3 to 8 times for most materials. In the high demand scenario an increase in 
demand is expected for all materials, for example a 4-fold increase for silver and up to a 12-fold increase for 
silicon in 2050. For cadmium, gallium, indium, selenium and tellurium the change in the demand will be more 
significant, increasing up to 40 times in 2050. The highest demand in 2050 is expected for germanium, which 
might increase up to 86 times compared to 2018 values. 

In the most severe conditions, the EU will require around 8 times (in 2030) and up to 30 times (in 2050) more 
structural materials, such as those used in frame and staffing materials, than in 2018. However, in the high 
demand conditions, the EU annual demand for PV cell materials varies more broadly, such as between 4 
times for silver and 86 times for germanium in 2050. For silicon, the EU demand is expected to double in 
2030 and increase 4 times in 2050 under the medium demand scenario, and increase 7 times in 2030 and 
13 times in 2050 under a high demand scenario. 

Considering both technologies, such high increases in material demand will put additional stresses on the 
future availability of some raw materials. The EU’s transition to green energy technologies, according to the 
current decarbonisation scenarios, could be endangered by weaknesses in future supply security for several 
materials, such as germanium, tellurium gallium, indium, selenium, silicon and glass for the solar PV and rare-
earth elements for the wind turbine technologies. 
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Source: JRC analysis. 
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1. Introduction 
This report analyses the future demand for raw materials for wind and solar photovoltaic (PV) technologies 
based on three potential scenarios, providing a technical framework for policy decisions in the area of critical 
raw materials and ensuring the availability of resources for the green energy transition. The transition 
towards a green energy system based on renewable electricity generation will come with an increasing 
demand for raw materials. For some technologies, the supply of raw materials is already insecure and there 
are concerns about their availability as it might be insufficient to meet future demand. Reliable estimates are 
therefore extremely important in supporting policymakers and industries and their decisions on ensuring a 
secure and sustainable supply of these materials to the EU and reducing its dependence on unreliable 
countries. 

In this first chapter, an introduction is given underlining the importance of the two technologies in the current 
and foreseen energy scenarios, both in the EU and worldwide. The importance of demand and criticality 
assessments for key raw materials is also highlighted. Towards the end of the chapter, a general overview of 
the methodology adopted in establishing and analysing the future scenarios is also provided. In Chapters 2 
and 3, there are more detailed insights into wind and solar PV technologies, respectively, including 
quantitative results from the demand analysis. Finally, Chapter 4 summarises the main conclusions regarding 
future demands, with a specific focus on the EU. 

The main research questions addressed in this report are as follows. 

 How much will material demand change by 2050 according to global and EU climate-mitigation 
scenarios? 

 What are the effects of technological developments and material efficiency on future demand 
patterns? 

 To what extent is the deployment of wind and solar PV technologies expected to create additional 
stress on the global supplies of the relevant materials? 

1.1. The role of wind and solar PV technologies in meeting future energy 
demands 

Global demand for energy and electricity is increasing, as proven by the 2.3% growth in primary energy 
demand and 3.9% growth in global electricity demand registered in 2018 (IEA, 2019). At EU level the demand 
appears more stable (IEA, 2019). 

At global level, renewable energy sources represent around 26% of the global power output (REN21, 2019). 
The International Energy Agency’s (IEA) World Energy Outlook foresees an increase in the share of renewables 
to more than 40% by 2040 (IEA, 2019). In the EU, the share of renewable sources in power generation has 
already exceeded 30%, and will likely increase even further in the coming decades. The abovementioned study 
indicates that renewables might account for two thirds of the EU’s electricity generation by 2040. This 
expansion is considered necessary in order to meet the ambitious climate-related goals laid out in the 
European Green Deal (European Commission, 2019). 

According to the International Renewable Energy Agency (IRENA), to meet energy and climate change targets 
within the context of a successful energy transition, renewable energy would need to provide two thirds of the 
global energy supply by 2050. In the power sector, the share of renewable energy would increase to 85% by 
2050, mostly through growth in wind and solar PV energy generation (Figure 1) (IRENA, 2018). 

Even though the predominant renewable source is currently hydropower, a rapid increase in capacity and 
generation for wind and solar PV technologies has taken place in the past decade, both in the EU and 
worldwide (Figure 2). As those technologies are expected to dominate the scene in the years to come, they 
have been chosen for the current analysis as the most relevant in enabling the energy transition. 

For both wind and solar PV, the EU already accounts for almost one third of capacity and generation 
worldwide. Wind contributions are split between onshore and offshore. Currently, offshore contributions 
account for only 5% of the wind electricity generation worldwide and 15% in the EU; this is explained by the 
fact that the costs of onshore and offshore facilities differ significantly, even though they use fundamentally 
similar technologies. The costs of offshore wind projects commissioned in 2016 were on average 150% 
higher than those of onshore wind projects, and more than 50% higher than those of utility-scale solar PV 
projects (IEA, 2018). However, at EU level there are plans to significantly increase offshore wind production in 
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the near future (European Commission, 2019), thanks in part to expected decreases in the overall costs of the 
technology (JRC, 2018). 

Figure 1. Breakdown of electricity generation by source 

 

Source: IRENA (2018). 

Abbreviation: CSP = Concentrated Solar Power. 

Figure 2. Wind and solar PV capacity and electricity generation in the EU and worldwide 

  

  

Source: JRC representation based on IRENA database (IRENA, ‘Statistics Time Series’). 

 

1.2. Materials and supply chain for wind and solar PV 

The deployment of increasing levels of renewable power capacity entails the production and installation of 
new wind turbines and PV systems, which will in turn require large quantities of components and raw 
materials, mostly metals. 
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Figure 3 summarises the most important elements of the wind and solar PV power supply chains, identifying 
the necessary raw and processed materials and components along the chain, up to the final products. 
Recycling is included as part of the supply chain; however, it is not assessed in this study. 

Figure 3. Simplified value chains for wind and solar PV materials 

 

 

 

Source: Giurco, Dominish, Florin, Watari and McLellan (2019). 

Abbreviations: PMG = permanent magnet generator; BOS = balance of system. 

 

The relevant raw materials for wind and solar PV installations include various base, precious and minor 
metals along with composite materials such as steel, concrete, fibreglass / carbon fibre and polymers. Many 
of these are of strategic importance to the EU economy and their supply is already facing increased risk 
(European Commission, 2017).  
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This is the case for the rare-earth elements and boron embedded in the permanent magnet of direct-drive 
wind turbines, as well as for the gallium, germanium, indium and silicon needed for PV systems. 

Securing a reliable supply of rare earths at a reasonable price is crucial in enabling the energy transition, 
particularly for offshore wind energy. In fact, the deployment of neodymium-iron-boron (NdFeB) permanent 
magnets in direct-drive systems has been central to the debate surrounding potential shortages of rare-earth 
elements and the expansion of wind power (Centre for Sustainable Energy, 2017). 

A major issue is that currently the EU has no mining of rare earths, and the main global producers and 
suppliers of critical and some non-critical raw materials are highly concentrated in a few countries and in 
some cases with a poor level of governance. This could pose both risks to security of supply and 
environmental and social problems. 

More specifically, China controls the global market as a leading producer and user of a majority of critical 
minerals, including rare earths. The EU’s dependency on China is certainly a risk factor, and one which needs 
to be seriously taken into account when planning the future of renewables in Europe and working towards the 
long-term climate-neutral goals. 

To tackle this, and acknowledging the importance of improving the security of material supply and decreasing 
dependence on Chinese imports, wind manufacturers have attempted to modify sourcing approaches and 
reduce or eliminate the use of such materials through technological innovations. 

The import of rare earths from China is probably the most critical issue in this area, due in part to the recent 
trade war between the United States and China. However, there are many other materials used for 
manufacturing wind turbines, supplied from different countries, thereby allowing for supply diversification 
strategies. An overview of global suppliers of such materials is shown in Figure 4. 

Figure 4. Producers of raw materials used in wind turbines 

 

Source: Centre for Research on Multinational Corporations (SOMO) (2018). 
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1.3. Methodology 

To assess the future demands for the materials needed for the deployment of wind and solar PV systems 
between now and 2050, different policy-relevant electricity generation scenarios for the EU and the world 
were considered. These scenarios take into account four main factors, detailed below. 

1. Power generation capacities. Power capacity levels according to political commitments made at 
EU and global levels. The higher the expected capacity, the more power plants will have to be 
deployed and the more materials will be needed. Detailed information on the capacity scenarios is 
given in Section 1.3.1. 

2. Plant lifetime. Repowering activities influencing annual capacity additions are considered as a 
function of equipment lifetime. Capacity projections influencing material demand therefore include 
the obsolete electricity generation capacity that will need to be replaced over time. 

3. Sub-technology market shares. As different technology designs will have distinct material 
requirements, predictions about the future mix of technologies are as fundamental as estimates of 
expected penetration levels of renewable technologies. Projections are developed assuming the 
maintenance and expansion of current state-of-the-art sub-technologies, and estimates of their 
market share are extrapolated on the basis of recent deployment trends and the literature. Scenarios 
were constructed by varying the mix of the sub-technologies expected to be prominent in the future. 

4. Material intensity. Intensities of material usage will likely change over time as a consequence of 
technological optimisation. For example, even if the absolute consumption of raw materials increases 
with the size of the equipment, this effect could be offset by higher energy production thanks to 
more resource-efficient designs. Material intensities are assessed in terms of t per GW (the amount 
in t of material x embedded per GW of installed capacity of technology y). 

Combining those factors it was possible to obtain three scenarios: 

 Low Demand Scenario – LDS. 

 Medium Demand Scenario – MDS. 

 High Demand Scenario – HDS. 

Those three scenarios are a ‘baseline’ scenario (Medium Demand Scenario – MDS), and two extreme scenarios 
where materials demand is either as low as reasonably possible (Low Demand Scenario – LDS) or as high as 
we can expect (High Demand Scenario – HDS). The baseline scenario was built considering average 
improvements in lifetimes, market-shares and material intensities, and assuming moderately ambitious goals 
for decarbonisation, as described in the following section. A visual overview of the methodology adopted and 
of the key objectives is provided in Figure 5. 

1.3.1. Capacity scenarios for wind and solar PV power generation 

Future scenarios of power generation capacity for wind and solar PV have been chosen from a wide selection 
of policy-relevant strategies. 

For the EU, two of the scenarios are from the EU long-term strategy (LTS) ‘A Clean Planet for All’ (European 
Commission, 2018) and the third is a JRC-EU-TIMES scenario developed for the Low Carbon Energy 
Observatory project (Carlsson et al., 2020). In detail, the three scenarios considered in this analysis are as 
follows. 

 LDS – LTS Baseline Scenario. Considers the EU legally binding 2030 targets and aims to achieve a 

64% reduction in GHG emissions by 2050. 

 MDS – LTS 1.5 °C Technical Scenario. Considers the EU legally binding 2030 targets (hence it is 

identical to the LTS Baseline Scenario until that time) and aims to achieve a 100% reduction in GHG 
emissions by 2050. 

 HDS – JRC-EU-TIMES ZeroCarbon Scenario. Considers almost complete decarbonisation by 2050 

and greater decarbonisation by 2030 than the LTS, in line with the 55% objective laid out in the 
European Green Deal. 
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Figure 5. Methodological scheme 

 
Source: JRC representation. 

 

At global level, two of the scenarios are taken from the Energy Technology Perspectives (ETP) 2017 report 
published by the IEA (IEA, 2017). The third is an optimistic scenario taken from an exercise developed by the 
Institute for Sustainable Futures of the University of Technology Sydney (Teske, 2019). In detail, the three 
scenarios for the global context are as follows. 

 LDS – IEA ETP Reference Technology Scenario. In line with the commitments to limit GHG 
emissions and improve energy efficiency pledged by countries under the Paris Agreement (In this 
scenario, the temperature increases by 2.7 °C in the long run). 

 MDS – IEA ETP Beyond 2 Degrees Scenario. Consistent with a 50% chance of limiting average 
future temperature increases to 1.75 °C. Energy sector emissions reach net zero around 2060. 

 HDS – Institute for Sustainable Futures 1.5 °C 2019 Scenario. Mitigation scenario leading to 

long-term temperature increase of 1.5 °C with 100% renewable primary energy in 2050. 

The use of the EU LTS scenarios is fundamental to developing an analysis that is relevant for EU policy. 
However, as the LTS scenarios do not have global scope, a different set of sources has been considered for 
the global analysis. It is therefore impossible to compare the EU and the global results directly. 

1.3.2. Uncertainties in estimating the future material demand 

A precise quantification of the long-term material needs constitutes a complex analysis as there are many 
factors that could influence the demand growth. In this study, the analysis is based on several assumptions 
and therefore the resulting values should be taken as indicative. Of the challenges faced when analysing the 
available information, the most prominent were the following. 
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 Evolution of the energy system. Although all energy generation scenarios adopted are relevant in 
terms of global and European climate targets, covering a range of plausible future outcomes for the 
energy system, they come from different sources, which might raise issues of consistency. 

 Intra-technology choices. Projections of choices of wind and solar PV sub-technologies are not 
generally available in the literature. In most cases, available data are sparse and the level of 
granularity required for a consistent assessment of raw material usage is not adequate. Thus, 
technology market share scenarios were developed based on a variety of assumptions. As different 
designs will have higher or lower material requirements, consistent projections of the future 
technology mix are as fundamental as estimates of expected penetration levels of renewable 
technologies. 

 Material intensity for different technologies. Estimations of material requirements per unit of 
capacity vary widely across different technologies. Precise estimations of future metal intensity are 
therefore difficult. This increases the overall uncertainty about the future material demand in all 
energy generation and technology scenarios. 

 Material efficiency and innovation. Although the degree of uncertainty surrounding assumptions 
of future performance is inherently high, capturing the benefits of innovations that may be able to 
reduce the amount of materials used in a particular technology per unit of service delivered is 
indispensable. However, while this aspect gives depth to the analysis, it can also give rise to overly 
conservative estimates of raw material demand. 
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2. Wind power 
This chapter defines the various scenarios for onshore and offshore wind electricity production, along with the 
main trends and criticalities identified in material demand between today (2018) and 2050. 

First, an overview of wind technologies and the materials needed is presented, then the effects of the four 
individual factors (capacity, lifetime, market share, material intensity) is defined and analysed. At the end of 
the chapter, the three scenarios arising from the combination of low, medium and high values associated to 
the four factors are analysed, highlighting the criticalities for each specific material. 

2.1. Wind power technologies and material usage 

2.1.1. Wind power technologies 

There are two main technical designs of wind turbine suitable for use in onshore and offshore applications: 
direct drive and gearbox. The two types have significantly different constructions, differing in generator 
design, drivetrain system and grid connection solutions (Pavel et al., 2017). As a result, both the mass and the 
material content differ greatly between the two (Andersen et al., 2016). 

Gearbox configurations are offered with a choice of medium-speed (> 80 rpm) and high-speed (> 900 rpm) 
drives, further split into designs that contain a permanent magnet (medium-speed hybrid drives that employ 
both gearboxes and permanent magnets, and lower-speed drives with low magnet content) and ones with 
electromagnet generators (high-speed induction generators with multistage gearboxes). As it is heavy and 
requires maintenance, the gearbox design is less competitive in larger plants and offshore solutions. 

Direct-drive turbines, on the other hand, can be based on permanent magnet generators (e.g. Siemens and 
General Electric models), or can incorporate an electrically excited generator (e.g. Enercon direct-drive turbine 
models). In the latter case, they are produced without permanent magnets. 

A key advantage of direct-drive permanent magnets is that by eliminating the gearbox they enable a 
reduction in size, and thus a reduction in the turbine’s overall weight, increasing its attractiveness in offshore 
applications (Rabe, Kostka and Smith Stegen, 2017; Giurco, Dominish, Florin, Watari and McLellan, 2019; 
World Bank, 2017). In addition, ‘by replacing the mechanical failure-prone gearbox with … permanent 
magnets, [direct-drive turbines] utilize a simpler, more reliable design that allows them to operate at lower 
speeds, be more efficient, and require less maintenance’ (Nassar, Wilburn and Goonan, 2016). 

Hybrid drives, on the other hand, by combining gearboxes with permanent magnets, are generally more 
reliable than their multistage gearbox counterparts (Nassar, Wilburn and Goonan, 2016). They also have lower 
manufacturing costs than direct-drive generators but entail higher maintenance expenses. In addition, by 
using smaller permanent magnets than direct-drive configurations, hybrid drives are less reliant on rare 
earths (Nassar, Wilburn and Goonan, 2016). 

In the future, direct-drive turbines could additionally be based on high-temperature superconductors (HTS). 
Gains associated with this technology include improvements in performance owing to a decrease in weight 
and savings in terms of neodymium and dysprosium consumption. However, moving towards this option, in 
particular at offshore locations where it can be most beneficial, continues to depend on cost reductions and 
further technological progress (Månberger and Stenqvist (2018) and references therein). 

Table 1 shows the main wind turbine technologies. Marked in grey are the three technologies which were 
deployed in the past decades but which have progressively been superseded and are no longer, or only very 
marginally, adopted nowadays. Therefore, the remaining six are the technologies considered in future 
scenarios (however, HTS is displayed in italics to reflect its current status in research and development 
(R & D)). To provide a better overview of the relationships between the technologies, a technological tree is 
shown in Figure 6. 
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Table 1. Overview of wind turbine technologies 

Type of generator Type of turbine Application 

Direct drive High-Temperature Superconductors (HTS) Offshore 

Direct drive Electrically Excited Synchronous Generator (EESG) Onshore 

Gearbox Electrically Excited Synchronous Generator (EESG) Onshore 

Direct drive Permanent Magnet Synchronous Generator (PMSG) Onshore and offshore 

Gearbox Permanent Magnet Synchronous Generator (PMSG) Onshore and offshore 

Gearbox Double-Fed Induction Generator (DFIG) Onshore and offshore 

Gearbox 
Squirrel Cage Induction Generator (SCIG) – Without full 
converter 

Onshore 

Gearbox 
Squirrel Cage Induction Generator (SCIG) – With full 
converter 

Offshore 

Gearbox Wound Rotor Induction Generator (WRIG) Onshore 
NB: Technologies which are no longer relevant but that were widely adopted in previous decades are highlighted in grey. HTS technology, 
in italics, is not yet marketed. 

Source: Adapted from Pavel et al. (2017) and Månberger and Stenqvist (2018). 

Figure 6. Wind sub-technologies subdivided according to their drivetrain configuration 

 

Source: Adapted from Månberger and Stenqvist (2018). 

 

From now on, when discussing types of turbine in conjunction with their types of generator, the acronyms 
introduced in Table 1 will be used (e.g. DD-HTS or GB-DFIG, where DD stands for ‘direct drive’ and GB stands 
for ‘gearbox’). Since both SCIG turbines feature a gearbox generator, the acronym GB-SCIG is potentially 
ambiguous; however, only the version with full converter is still adopted in the market, so GB-SCIG will be 
used to indicate that version. The previous version, without full converter, will be distinguished by the suffix 
‘NC’ (meaning ‘no converter’), so GB-SCIG_NC. 

2.1.2. Materials used in wind turbines 

When it comes to materials, a wind turbine is constructed of around 25 000 components, which are grouped 
into several main systems such as the tower, nacelle and rotor (Vestas, 2017). 

The rotor comprises blades, a hub and a blade pitch system. It is connected to the nacelle, which in turn is 
attached to the tower. The nacelle contains many of the electrical and mechanical components, including the 
main shaft, gearbox, generator and control systems. The rotation of the turbine blades is used to drive an 
electrical generator through a gearbox, which uses special alloys to accommodate a wide range of wind 
speeds (Materials Research Society, 2010). The tower is made of large tubular steel sections attached to an 
anchor component and erected on a foundation (e.g. Ancona and McVeigh, 2001; Haapala and Prempreeda, 
2014; Vestas, 2017). A wind power plant also includes conventional ground-mounted components such as the 
plant transformer, switchgears and site cables (establishing connections between turbines, to the transformer 
and to the grid) (Vestas, 2017). 
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The tower accounts for a significant proportion of the entire wind turbine, both in size and mass, but the 
greatest portion of mass is in the foundation (75%). In the turbine alone (disregarding the foundation) (1), the 
nacelle and rotor each represent approximately 20% of the turbine’s weight (Figure 7). 

Figure 7. Mass distribution of a typical onshore wind plant and turbine components 

 

Source: JRC representation based on various Vestas life cycle assessment (LCA) studies.  

 

Various materials make up the individual parts across the system components, as shown in Figure 8 and 
described below. 

Steel and stainless steel are used in the manufacture of several components, including the tower, nacelle, 
rotor and foundation. Besides iron, a vast array of minor and base metals such as nickel, molybdenum, 
manganese and chromium are used in steel production. 

According to the World Steel Association, about 85% of wind turbines around the world are manufactured 
primarily from steel. However, concrete towers, concrete bases with steel upper sections and lattice towers 
are also used (IRENA, 2012). In the turbine itself, steel represents on average 80% of the total mass (World 
Steel Association, ‘Environmental Case Study – Wind energy’). Besides the tower, manufactured primarily of 
plate steel, the gearbox, generator and turbine transformer also mainly consist of structural steel and 
stainless steels. 

Concrete and steel are essential materials for wind turbine foundations and are used across different types of 
turbines, depending on the location of the wind power plant, specific requirements from turbine 
manufacturers and clients or founding conditions across sites. Onshore foundations are made up of large 
concrete and steel platforms, whether they are gravity- or rock-anchored systems. Most offshore solutions, on 
the other hand, have relied on monopile structures, made up of a thick steel cylinder that is anchored directly 
to the seabed. On average, concrete makes up 93-95% of onshore foundations, the remainder being 
unalloyed to low-alloy steel. 

Aluminium is used in the production of resistant but lightweight components, such as the turbine tower and 
nacelle. Besides the turbine itself, aluminium is also used in the production of cables at the plant site. Copper 
is predominantly used in the coil windings in the stator and rotor portions of the generator, in the high-voltage 
power cable conductors, transformer coils and earthing (Copper Alliance). Lead is used for cable sheathing in 
offshore electricity transmission. 

Rare-earth elements and boron are essential for turbine designs that employ permanent magnets. Most 
direct-drive turbines, but also to different extents certain technical designs with gearboxes, are equipped with 
permanent magnet generators, which typically contain neodymium and smaller quantities of dysprosium. On 
average, a permanent magnet contains 28.5% neodymium, 4.4% dysprosium, 1% boron and 66% iron (2) and 
weighs up to 4 t (Rabe, Kostka and Smith Stegen, 2017). There is also some minor use of rare-earth elements 
in magnets within the turbine tower for attaching internal fixtures (Vestas, 2018a). 

                                                        
(1) The wind turbine refers to the turbine itself and excludes the foundation and other site parts. The wind power plant includes the 

wind turbines, foundations, cabling (connecting the individual wind turbines to the transformer station) and transformer station, up 
to the existing grid. 

(2) Average quantities based on several sources detailed in Elshkaki and Graedel (2013). 
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Figure 8. Raw materials used in wind turbines (top) and breakdown of their use in typical onshore wind turbines and 
power plants (bottom) 

 

  
Source: Top: SOMO (2018); bottom: Vestas (2017, 2018a). 

V136-3.45MW (turbine only) 
Mass = 601 t 

V136-3.45MW (turbine only) 
Mass = 601 t 

V116-2MW (turbine only) 
Mass = 236 t 

50 MW power plant of 
25 V116-2MW turbines 

Mass = 25 980 t 

100 MW power plant of 
29 V136-3.45MW turbines 

Mass = 75 236 t 
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Polymers (3) and composite materials of epoxy resin combined with either glass fibres or carbon fibres 
represent approximately 8-12% of the turbine weight and 2-6% of the plant mass. Composite materials are 
primarily used in the construction of the blades, as well as the nacelle and hub covers. For example, the hub 
and spinner parts of the rotor system consist of a cover constructed of glass-fibre-reinforced polyester; the 
main materials used in the blades are carbon fibre and woven glass fibres infused with epoxy resin; and the 
nacelle cover is made from fibreglass, which consists of woven glass fibres, polyethylene and styrene (Vestas, 
2018a). Polymers are mainly used in the turbine (20%), excluding the blades, and are additionally used 
together with aluminium, copper and steel in the production of cables for the plant (80%). 

Finally, electric and electronic components incorporated in the turbine make up around 1% of its mass 
(Vestas, 2017). It is estimated that around 9 500 electronic parts form the wind turbine controller units. These 
consist of electronic signal and power components such as resistors, capacitors and integrated circuits. 
Aluminium, tin, zinc, tantalum and precious metals, in various amounts, are among their main constituents. 

2.2. Wind power generation capacity 

The power generation capacity is expected to increase for onshore and offshore wind to meet the ambitious 
goals set up at both EU and global levels (Figure 9). 

For onshore wind systems the capacity should at least double between 2018 and 2050 (in the LDS) and could 
potentially grow 8 times (in the HDS) both in the EU and worldwide. The more ambitious the commitments, 
the earlier the deployment of new facilities to handle the capacity needs to increase. 

For offshore wind systems, the commitments for increased capacity are even more ambitious, especially for 
the EU, which is a leader in the sector, accounting for about 80% of global installed capacity. Fulfilling the 
commitments set by the EU Member States would mean reaching 65-85 GW by 2030, from the current 
18.5 GW (IEA, 2019). A further doubling, at least, is expected in the EU by 2050 (LDS), while reaching more 
ambitious climate targets would entail an increase of more than 20 times the current levels, up to about 
450 GW (here the MDS and HDS happen to be almost perfectly overlapping). Ambitious global scenarios 
anticipate a capacity deployment well above 1 000 GW by the middle of the century. 

Figure 9. EU and global capacity scenarios for onshore and offshore wind 

  

  

Source: JRC representation based on the IRENA database (IRENA, ‘Statistics Time Series’) for 2000-2018; and European Commission 
(2018), Carlsson et al. (2020), IEA (2017) and Teske (2019) for 2019-2050. 

                                                        
(3) Polymer materials include thermoplastics, thermoplastic elastomers, elastomers / elastomeric compounds, duromers and polymeric 

compounds (e.g. Vestas, 2018a). 
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2.3. Wind turbine lifetime and annual installations 

The wind power industry is still relatively young and few turbines have ever been disposed of, therefore it is 
not easy to formulate assumptions about the relevant lifetimes with a good degree of confidence (Vestas, 
2015, 2017). 

According to Vestas, the overall lifetime of a turbine can be as low as 20 years. On the other hand, some 
turbine models have exceeded their design lifetime of 20 years and remained operational for 30 years and 
more. Some components such as the site cabling and foundations may achieve a longer lifetime of around 
50 years (World Steel Association, 2012; Vestas, 2014a, 2015). Experience of the lifetime of offshore turbines 
is even more limited, as the vast majority of offshore wind capacity is only up to a decade old (IEA, 2018). 

In the present study, it has been assumed that an onshore wind turbine is designed to last 25 years and an 
offshore wind turbine up to 30 years. These values are represented in the MDS, while the two extreme 
scenarios assume a variability of 5 years. Hence, in the LDS, which assumes a lower replacement rate, the 
lifetime is assumed to be 30 years for onshore wind turbines and 35 years for offshore wind turbines. In the 
HDS, which assumes a higher replacement rate, the lifetime is assumed to be 20 years for onshore wind 
turbines and 25 years for offshore wind turbines. These life expectancies translate into replacement rates, 
and then again into amounts of additional installed capacity needed to keep up with the demand. 

Figure 10 illustrates the annual installed capacity in the EU and in the world to comply with targets for future 
generation of electricity from renewable sources stipulated in the scenarios adopted, as derived from the 
capacity scenarios shown in Figure 9 and the assumptions about lifetimes discussed above. Data have been 
interpolated in order to obtain more uniform patterns. It should be noted that the global forecast predicts a 
decrease in the capacity deployment of offshore wind turbines at global level in the HDS, after a peak around 
2030. This is because, according to global commitments, the expansion rate of global capacity is predicted to 
slow down after 2040 (Figure 10). This will entail a decrease in the material demand from 2030 to 2050 in 
this scenario. 

Figure 10. Annual installed capacity of onshore and offshore wind by 2050 

  

  
Source: JRC analysis. 
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2.4. Wind technology market share 

Long-term projections about the future mix of wind technologies and estimated growth are significantly 
uncertain. Indicative overviews may be available in the literature, but in most cases the level of granularity 
required for a consistent assessment of raw material usage is not adequate. Available data are sparse and 
figures from such assessments are indicative, providing merely illustration and orientation, especially up to 
the end of the forecasting period (2050). However, although the references from the literature identify 
several different ways forward and anticipate different developments over the same period, their estimates 
also converge on several points – which can be substantiated as follows. 

Despite the fact that permanent magnets are expensive and metal intensive, they are well suited to the 
offshore environment (World Bank, 2017). In addition, most alternatives to permanent magnets are less 
efficient and do not perform as well (Rabe, Kostka and Smith Stegen, 2017), justifying their continued use in 
all scenarios considered. 

Despite the broadly accepted technical advantages of permanent magnets in wind turbine design, past spikes 
in global prices of rare earths, prompted by Chinese export restrictions, have required governments and the 
wind industry to work towards the adoption of alternative designs as a way to circumvent supply risks. Thus, 
some scenarios aim to avoid permanent magnets at least in the onshore environment (World Bank, 2017). 
Among various alternatives to current designs that use permanent magnets, the adoption of ‘hybrid-drive’ 
generators, which employ a single-stage gearbox with a smaller permanent magnet, is favoured (Netherlands 
Organisation for Applied Scientific Research (TNO), 2018). According to the Centre for Sustainable Energy, a 
hybrid drive can reduce neodymium use from 186 kg/MW installed capacity to just 62 kg/MW, compared with 
turbines that employ direct-drive permanent magnet systems (Centre for Sustainable Energy, 2017). 
Dysprosium would be subject to the same proportional drop. 

The increasing size and capacity of offshore wind turbines seem to preclude the use of most conventional 
generators that do not need permanent magnets. This is the case for DD-EESG or GB-DFIG turbines, which, 
although successful in the onshore, are unsuitable for offshore installations in future scenarios, because of 
their considerable weight (Rabe, Kostka and Smith Stegen, 2017; Centre for Sustainable Energy, 2017). It is 
therefore unlikely that a significant shift in usage will occur in the future. 

Continued concerns regarding the availability of rare-earth elements may stimulate the development of HTS 
generators, thus eliminating the need for rare-earth elements in offshore applications (Månberger and 
Stenqvist, 2018). 

Deployment trajectories project a shift towards hybrid-drive generators employing a single-stage gearbox 
with a smaller permanent magnet (TNO, 2018), an uptick of HTS generators of up to 18% and the highest 
(44%) deployment of direct-drive generators with permanent magnets in 2030 (JRC, 2012) or the lowest 
(20 %) deployment of generators with permanent magnets in 2030 (United States Geological Survey, 2012). 
According to the World Bank, only 20% of next-generation wind turbines will be based on rare-earth 
permanent magnets and by 2050 offshore wind capacity will mostly (75%) rely on direct-drive technology 
(World Bank, 2017). The remaining 80% will use either conventional electromagnets or ferrite permanent 
magnets without rare earths. 

It is important to note that although developing low, medium, and high demand scenarios for renewable 
capacity and material intensity is conceptually straightforward, it is much more complex for market shares. As 
the market shares of the different sub-technologies must necessarily add up to 100%, a low demand scenario 
for one technology will automatically imply a high demand scenario for another. In this exercise, given the 
importance of rare earths and the market trends described in the previous section, a focus is put on 
permanent magnet technologies (DD-PMSG and GB-PMSG). Hence, LDS, MDS and HDS have been developed 
accordingly. The methodology used to develop each scenario is as follows. 

 LDS. Extrapolation based on historical time series (focusing on the period post 2000) with an uptake 
of offshore HTS generators (see Annex 1 for more information on historical market shares). 

 MDS. Extrapolation based on historical time series (same period as above) modified to accommodate 
a higher penetration of generators with permanent magnets (notably direct drive) in the offshore 
sector and, to a lesser extent, in the onshore sector. 

 HDS. For the offshore, mixes of sub-technologies in future energy scenarios are assumed to 
substantially mimic today’s average values at global level. For the onshore, technology replacement 
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rates are based on historical time series (same as above) modified to accommodate a higher 
deployment of turbines with permanent magnets (again, notably direct drive). 

Figure 11 and Figure 12 provide details on the forecast share distribution of all technologies in the three 
scenarios at EU level and global level, respectively, while Figure 13 focuses on the aggregate market shares 
of the two technologies involving permanent magnets. 

Figure 11. Share of onshore (left) and offshore (right) wind turbine sub-technologies in the EU market 

  

  

  
Source: JRC analysis. 

 

In the EU, the share of permanent magnets in the onshore sector starts at 30%. This value grows to 52%, 
59% and 65% in 2050 in the LDS, MDS and HDS respectively. Today, the offshore sector is totally dominated 
by permanent magnets, and the HDS assumes that this dominance will hold steady over time, as the market 
share only diminishes to 95% in 2050 in this scenario. However, the final share in 2050 is 68% in the MDS 
and 44% in the LDS. Indeed, in all cases most of the decrease is expected to take place in the next decade, 
while the following decades are characterised by more stable behaviour. 

A similar pattern is expected at global level, where permanent magnet technologies currently account for a 
share of 32% of the market in the onshore sector. Shares in 2050 are anticipated to be 40%, 50% and 68% in 
the LDS, MDS and HDS, respectively. The current offshore market is mostly cornered by permanent magnets, 
although they do not hold a monopoly (only 76%). This level is maintained over the decades in the HDS, while 
in 2050 the market share diminishes to 70% and 41% in the MDS and LDS, respectively. 
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Figure 12. Share of onshore (left) and offshore (right) wind turbine sub-technologies in the global market 

  

  

  
Source: JRC analysis. 

Figure 13. Market share of permanent magnets in wind technologies 

  

  

Source: JRC analysis. 
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2.5. Material intensity in wind turbines 

Material intensity indicates the specific mass of each raw or composite material per unit of installed capacity. 
The technology behind wind turbines has evolved significantly in the past few decades, leading to notable 
changes in material intensity. A detailed overview of this evolution and its impact on material demand is 
presented in Annex 2. 

Over the past 30 years, average wind turbine capacity has grown significantly. Since the amount of energy 
that can be produced from wind depends to a large extent on the size of the turbine (IRENA, ‘Wind Energy’; 
Willett, 2012), capacity growths have essentially been achieved through expenditure on larger rotors, higher 
towers and longer blades. 

In general, adopting Vestas equipment data as a reference and considering the composition of 2-4 MW 
onshore wind turbines (Vestas, 2014b, 2018b), a strong correlation was found between the rotor diameter or 
tower height and the turbine mass. 

Although the absolute consumption of raw materials increases with the size of the turbine, the effect is offset 
by greater energy production thanks to more resource-efficient turbine designs. Thus, the relative material 
input per unit of capacity has decreased in certain cases, while the average usage of other materials has 
remained constant or increased only slightly. 

In addition, increasing the size of the wind energy system results in an increase in consumption of raw 
materials, a trend that is more visible for steel, aluminium and polymer materials. For example, the total steel 
consumption increased from 200 to 620 t by increasing the rotor size from 90 to 150 m, which corresponds 
to an increase of around 200%. Consumption of aluminium and polymer materials also increased by around 
150% and 250%, respectively. 

It is estimated that on average, consumption of steel and polymer has increased by around 13% following 
turbine capacity increases from 2 to 4 MW. In the cases of glass/carbon composites and electronics, 
increasing the turbine’s rated power has diminished consumption by around 30%. Small decreases of about 
6% in average usages of aluminium and copper were also achieved by the same method (see Table A.1 in 
Annex 2). 

In the future, material efficiency will most likely improve, with a consequent reduction in material demand per 
turbine (Kim et al., 2015). On the other hand, a portion of the demand is likely to be redirected towards 
alternative and lighter materials in an effort to reduce costs while maintaining strength and satisfying 
structural fatigue requirements. 

Trends towards the use of more lightweight materials are ongoing and will further change material usage 
patterns in the future. Lightweight materials already play an important role in the wind energy sector and 
their use is expected to grow in the coming decades. According to McKinsey, traditional steel will be 
substituted largely by high-strength steel (HSS), and aluminium and carbon fibre will also be more used in the 
wind energy, automotive and aviation industries (McKinsey, 2012). 

In order to work out the current material intensity values, a number of estimations were made, explained 
below. The list of data sources and providers used to compile the inventory can be found in a separate list 
after References. 

 Estimates of requirements for rare-earth elements were based on published information on the rare-
earth content of wind generators and/or the weight of the permanent magnet. In the latter, the 
following breakdown was applied: neodymium accounts for about 29%, dysprosium for 4%, boron for 
1% and iron for 66% of the weight of a rare-earth permanent magnet. 

 When not explicitly available, estimates of chromium, nickel, manganese and molybdenum 
requirements (alloying elements in steel) were developed based on published information on the 
amount of steel in wind turbines and the chemical composition of certain high-performance steels, 
whose split between high-alloy and unalloyed / low-alloy steels is known from Vestas. Amounts of 
niobium and vanadium known to be present in high-strength low-alloy (HSLA) steels have not been 
taken into account. 

 Polymer materials were treated as a group and include thermoplastics, thermoplastic elastomers, 
elastomers / elastomeric compounds, duromers and polymeric compounds. 
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 Glass/carbon composites jointly cover glass fibre and carbon fibre. Even though it was not possible to 
obtain disaggregated data, it can be assumed that the amount of glass fibre does not exceed 88% 
and the remaining 12% would be the maximum amount of carbon fibre deployed in next-generation 
wind turbines (based on the forecast by McKinsey (2012)). 

 In addition to wind turbines and foundations, a wind power plant includes cabling (connecting the 
individual wind turbines to the transformer station) and the transformer station, up to the existing 
grid. Materials used in the manufacture of site components have been disregarded in this study. 

Table 2 shows the material requirements for the main types of wind turbine. A complete set of values has 
been developed for the DD-EESG, DD-PMSG, GB-PMSG and GB-DFIG turbine types. The DD-EESG values were 
adopted for DD-HTS as well (DD-EESG being the most similar technology), although the DD-HTS will require 
about 0.3 t/GW of another rare-earth element such as yttrium (Månberger and Stenqvist, 2018) (4). For this 
reason, values for dysprosium and neodymium have been set equal to the lower end of the other 
technologies (the same has been done for praseodymium). Similarly, the GB-DFIG values were adopted for 
the GB-SCIG turbines because they are both high-speed, gearbox generators. 

Table 2. Material usage estimates in t/GW for different wind turbine types 

Material Range DD-EESG DD-PMSG GB-PMSG GB-DFIG 

Concrete 243 500-413 000 369 000 243 000 413 000 355 000 

Steel 107 000-132 000 132 000 119 500 107 000 113 000 

Polymers 4 600 4 600 4 600 4 600 4 600 

Glass/carbon composites 7 700-8 400 8 100 8 100 8 400 7 700 

Aluminium (Al) 500-1 600 700 500 1 600 1 400 

Boron (B) 0-6 0 6 1 0 

Chromium (Cr) 470-580 525 525 580 470 

Copper (Cu) 950-5 000 5 000 3 000 950 1 400 

Dysprosium (Dy) 2-17 6 17 6 2 

Iron (cast) (Fe) 18 000-20 800 20 100 20 100 20 800 18 000 

Manganese (Mn) 780-800 790 790 800 780 

Molybdenum (Mo) 99-119 109 109 119 99 

Neodymium (Nd) 12-180 28 180 51 12 

Nickel (Ni) 240-440 340 240 440 430 

Praseodymium (Pr) 0-35 9 35 4 0 

Terbium (Tb) 0-7 1 7 1 0 

Zinc (Zn) 5 500 5 500 5 500 5 500 5 500 

 

Below are some additional notes on the materials used in wind turbines. 

 Concrete. There are different mass requirements for the onshore and offshore wind turbines. The 
lower estimate is for DD-PMSG turbines predominantly used at offshore sites; the higher estimate is 
for type GB-PMSG (larger turbines mostly used in the onshore). 

 Steel. Existing turbine models use between 107 and 132 t of steel per MW of installed capacity. 

 Polymers. Values are practically identical across different turbine types. 

 Glass/carbon composites. Usage is approximately 8 t/MW irrespective of the turbine type. 

 Aluminium (Al). Across turbine types and models the range of possible values for aluminium is 
large, varying from 500 to 1 600 t/GW. The lower estimates apply to direct-drive turbines where 

                                                        
(4) Yttrium is only used in the HTS technology; it will not appear in the material demand projections because it is very marginal 

compared to the other materials. 
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copper is the preferred material and possibly stem from different requirements for onshore and 
offshore wind turbines. In addition, they might also represent to a certain extent the selective 
replacement of copper with aluminium in the cast‐coil transformer in the nacelle or in the tower 
design. While this option presents some challenges, Vestas for example has adopted aluminium cast-
coil transformers in its turbines. In cases where the whole nacelle casing is made of aluminium, the 
use of this material can exceed 3 500 t/GW. 

 Boron (B). Boron is used in the permanent magnet of the turbine generator. The lower estimate is 
for high- to medium-speed turbines with a gearbox; the higher estimate is for direct-drive turbines. 

 Chromium (Cr). A higher chromium content is related to the use of high-alloy steels (see Annex 3). 

 Copper (Cu). Across turbine types and models the range of possible values for copper is large, 
ranging from approximately 950 to 5 000 t/GW, with the median value being around 2 100 t/GW. The 
higher estimate is for direct-drive turbines. It is the consensus that direct-drive generators can use 
three times more copper than gearbox configurations. According to Månberger and Stenqvist (2018) 
and references therein, the difference is however lower for the power plant as a whole. 

 Dysprosium (Dy). Dysprosium is used in the permanent magnets of the turbine generator, but also 
in magnets for attaching internal fixtures within the turbine tower. It is therefore used in turbines 
without permanent magnets, although in small amounts. The lower estimate is for high- to medium-
speed turbines with a gearbox; the higher estimate is for direct-drive turbines. In general, hybrid-
drive generators use permanent magnets that are approximately one-third the mass of their direct-
drive counterparts. Direct-drive generators contain on average 17 t/GW of dysprosium. Dysprosium 
amounts to 6 t/GW in hybrid-drive generators. 

 Cast iron (Fe). Cast iron is used in the nacelle foundation, main shafts, gearbox, generator and 
blade hub. Different cast grades are available. Cast iron usage is very similar for different turbine 
types. Iron is also used in the permanent magnets: the lower estimate is for high- to medium-speed 
turbines with a gearbox (around 30 t/GW); the higher estimate is for direct-drive turbines (around 
300 t/GW). However, the material intensity for this is about two orders of magnitude lower than the 
cast iron requirements, so it has been neglected. 

 Manganese (Mn). Manganese content is identical for different steel grades and potentially identical 
for different turbine types. As with chromium, the figures relate to different assumptions about steel 
compositions. 

 Molybdenum (Mo). The higher content is related to the usage of high-alloy steels. The amount of 
HSS, a type of lightweight low-alloy steel with a low molybdenum content, might potentially be 
higher in the offshore. In this case, DD-PMSG turbines would potentially have a lower molybdenum 
content. 

 Neodymium (Nd). Neodymium is used in the permanent magnets of the turbine generator, but also 
in magnets for attaching internal fixtures within the turbine tower. The amount of neodymium in 
direct-drive turbines is substantially higher. It is estimated at 180 t/GW, up to 15 times as much as a 
conventional high-speed drivetrain. Neodymium usage is on average 51 t/GW in hybrid-drive 
generators. 

 Nickel (Ni). Higher content is related to the use of high-alloy steels (heavier turbines deployed in the 
onshore). The same considerations as for chromium and manganese apply concerning the 
assumptions about steel composition. 

 Praseodymium (Pr). Praseodymium is used in the permanent magnet of the turbine generator 
together with neodymium. The lower estimate is for high- to medium-speed turbines with a gearbox; 
the higher estimate is for direct-drive turbines. On average, direct-drive generators contain 35 t/GW 
of Pr and hybrid-drive generators contain 4 t/GW. 

 Terbium (Tb). Terbium is used in the permanent magnet of the turbine generator where it replaces 
dysprosium. The lower estimate is for high- to medium-speed turbines with a gearbox; the higher 
estimate is for direct-drive turbines. On average, direct-drive generators contain 7 t/GW of terbium 
and hybrid-drive generators contain 1 t/GW. 
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 Zinc (Zn). Zinc is used as a protective coating against the corrosion of wind turbines, which are 
subject to climatic and mechanical stresses. Protecting the turbine’s components with a coat of zinc 
could lengthen its lifetime. 

Concerning the future evolution of material intensity, two distinct patterns have been established for 
structural materials on the one hand and technology-specific materials on the other. 

The structural materials include concrete, steel, plastic, glass/carbon composites, aluminium, chromium, 
copper, iron, manganese, molybdenum, nickel and zinc. These materials are characterised by a moderate 
reduction in material intensity. In particular, the values in 2050 are equal to 80%, 90% and 100% of the 
current values in the LDS, MDS and HDS, respectively. 

The technology-specific materials include boron, dysprosium, neodymium, praseodymium and terbium. For 
these materials, the following hypothetical situations for material intensity have been considered: an annual 
5% reduction in the LDS, an annual 2% reduction in the MDS and a constant level of material intensity in the 
HDS. The resulting value in 2050 is about one fifth of the current value in the LDS and half of the current 
value in the MDS, respectively. 

Annex 3 lists more details on the potential for optimisation and material substitution relevant for identifying 
future trends in material intensity. 

2.6. Future material demand in wind turbines 

Considering all the different contributions from the previous sections, it is possible to develop demand 
scenarios for all the relevant materials. For clarity, only data for 2030 and 2050 are reported; however, data 
for all the intervening years are available. Results at EU level are presented first (Section 2.6.1) and then 
those at global level (Section 2.6.2). When major differences in trends are present, data are shown for each 
individual material. When the trends are similar, data are shown per category. 

2.6.1. Future material demand in wind turbines in the EU 

Figure 14 and Figure 15 report the annual demand for structural materials and technology-specific materials, 
respectively, for wind power in the EU. The data in each figure are presented both as aggregated wind 
demand and as individual onshore and offshore contributions.  

Data for 2030 and 2050 are shown in terms of a scale factor of the current (2018) demand, with the exact 
value of the current demand reported in the tables in Figures 14 and 15. For example, the EU annual demand 
for zinc in 2030 and in the HDS can be extrapolated by multiplying 65 865 t/year (current demand as seen in 
the table) by 5 (approximate scale factor as seen in the figure), resulting in a forecast of approximately 
329 325 t/year. 

In the LDS, the growth of the demand for structural materials is moderate and is in the order of 30% in 2030 
and 65% in 2050 (aggregated wind material demand). Interestingly, when it comes to technology-specific 
materials (boron, dysprosium, neodymium, praseodymium and terbium) the demand decreases over time. In 
fact, in this optimistic scenario, the forecast improvements in material efficiency, coupled with the foreseen 
market trend, will more than compensate the need for increased capacity. 

In the MDS and HDS, on the other hand, we see an increase in demand for these specific materials. In the 
MDS, material demand more than doubles in 2030 and increases from 3.5 to 5 times in 2050. In the more 
severe HDS, material demand increases between 4 and 5 times in 2030, and by over 10 times in 2050. 

The situation is similar when looking at the individual contributions from onshore and offshore wind. However, 
for technology-specific materials especially, the biggest increase in demand is always forecast for onshore 
wind, with significantly lower increases for offshore wind. This is because the future offshore capacity 
expansion is proportionally less marked than that of the onshore, notably in the HDS. 

Another major difference in the case of offshore wind is that the demand for structural materials is similar in 
the HDS and MDS, and in some cases (concrete, aluminium, nickel) the MDS demand exceeds the HDS. This is 
because the forecast material intensities for structural materials and the forecast energy capacity for 
offshore are very similar in the two scenarios. The tipping factor is thus the market share, which in the MDS is 
higher for technologies that are more demanding in terms of structural materials (see Figure 11 and Table 2). 
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Figure 14. Annual EU demand for structural materials in 2018 in t/year (table, left) and relative demand in 2030 and 
2050 as a ratio of current demand (charts, right) for total (top), onshore (middle) and offshore (bottom) wind 

Concrete Total 4 078 129 

 Onshore 2 979 731 

 Offshore 1 098 398 

Steel Total 1 402 588 

 Onshore 961 081 

 Offshore 441 507 

Plastic Total 55 087 

 Onshore 37 598 

 Offshore 17 489 

Glass Total 96 533 

 Onshore 65 429 

 Offshore 31 104 

Al Total 12 675 

 Onshore 9 645 

 Offshore 3 030 

Cr Total 6 263 

 Onshore 4 210 

 Offshore 2 053 

Cu Total 29 347 

 Onshore 20 046 

 Offshore 9 302 

Fe Total 235 705 

 Onshore 158 566 

 Offshore 77 139 

Mn Total 9 456 

 Onshore 6 442 

 Offshore 3 014 

Mo Total 1 301 

 Onshore 876 

 Offshore 425 

Ni Total 4 329 

 Onshore 3 211 

 Offshore 1 118 

Zn Total 65 865 

 Onshore 44 954 

 Offshore 20 911 
 

 

 

 

Source: JRC analysis. 

  



25 

Figure 15. Annual EU demand for technology-specific materials in 2018 in t/year (table, left) and relative demand in 
2030 and 2050 as a ratio of current demand (charts, right) for total (top), onshore (middle) and offshore (bottom) wind 

B Total 23 

 Onshore 5 

 Offshore 18 

Dy Total 95 

 Onshore 42 

 Offshore 53 

Nd Total 857 

 Onshore 305 

 Offshore 552 

Pr Total 150 

 Onshore 49 

 Offshore 101 

Tb Total 32 

 Onshore 12 

 Offshore 20 
 

 

 

 
Source: JRC analysis. 

 

To put these results into perspective and to evaluate the potential for supply risks, the predicted demands 
were charted as a proportion of the current global supply (Figure 16 and Figure 17). Here the aggregated wind 
material demands are split, not according to the use of the materials (general v specific), but rather based on 
the ratio of demand to current supply. Data for the global supply were sourced from European Commission 
(2017, 2020) and Jean, Brown, Jaffe, Buonassisi and Bulovic (2015). 

The potential for supply risk is assessed by comparing the relative demand with an indicative availability 
threshold. A reference value of 22% was taken as the baseline, assuming that the EU’s access to the supply 
market for raw materials or components is proportional to its share of the global gross domestic product. 
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Even though this assumption is likely not correct, it provides a general idea of whether a material could be 
subject to potential supply risks or not. 

An increase in demand disproportionate to the current supply was identified for dysprosium, neodymium, 
praseodymium and terbium, with dysprosium and terbium overcoming the availability threshold in the MDS. 
Within this group, praseodymium raises the fewest supply concerns. 

In these results, the threshold is indicative of the current supply for all technologies, not just wind power. The 
deployment of wind turbines according to EU plans alone will require most of the neodymium, praseodymium, 
dysprosium and terbium currently available at global level. 

Figure 16. EU wind demand-to-global supply ratio for 2030 and 2050 – levels of demand close to current availability 

 

Source: JRC analysis. 

Figure 17. EU wind demand-to-global supply ratio in 2030 and 2050 – levels of demand below current availability 

 
Source: JRC analysis. 
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2.6.2. Future material demand in wind turbines at global level 

Figure 18 and Figure 19 report the global annual demand for structural materials and technology-specific 
materials, respectively, for wind power. In addition, within each figure data are presented both as aggregated 
wind demands and as individual onshore and offshore contributions. As in the EU-related figures, data for 
2030 and 2050 are shown as a scale factor of the current (2018) demand, with the exact value of the 
current demand reported in the tables in Figures 18 and 19. 

Worldwide material demand for aggregated wind turbine technologies is rather stable from 2030 to 2050, as 
the foreseen increases in the annual installed capacity can be considered moderate in all scenarios. Future 
material demand is about 2.5 times higher than current demand in the MDS, while it is around 6-7 times 
higher in the HDS. The only exceptional increases are for technology-specific materials in the HDS, where an 
increase of 8 to 10 times in 2030 and of up to 15 times in 2050 can be seen. 

Looking at the individual contributions, the biggest relative increase in material demands is for offshore wind, 
which is the opposite of the situation forecast for the EU. This is because at global level offshore wind is 
currently under-represented and will experience a large boost in the next few years. At EU level offshore wind 
has already been characterised by some development and thus a lesser degree of future deployment is 
expected. 
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Figure 18. Annual global demand for structural materials in 2018 in t/year (table, left) and relative demand in 2030 and 
2050 as a ratio of current demand (charts, right) for total (top), onshore (middle) and offshore (bottom) wind 

Concrete Total 17 551 910 

 Onshore 16 171 760 

 Offshore 1 380 150 

Steel Total 5 923 708 

 Onshore 5 397 950 

 Offshore 525 758 

Plastic Total 236 900 

 Onshore 216 200 

 Offshore 20 700 

Glass Total 407 840 

 Onshore 371 394 

 Offshore 36 446 

Al Total 60 880 

 Onshore 56 870 

 Offshore 4 010 

Cr Total 25 861 

 Onshore 23 486 

 Offshore 2 375 

Cu Total 101 042 

 Onshore 89 911 

 Offshore 11 131 

Fe Total 979 686 

 Onshore 890 086 

 Offshore 89 600 

Mn Total 40 471 

 Onshore 36 914 

 Offshore 3 557 

Mo Total 5 400 

 Onshore 4 907 

 Offshore 493 

Ni Total 19 772 

 Onshore 18 330 

 Offshore 1 442 

Zn Total 283 250 

 Onshore 258 500 

 Offshore 24 750 
 

 

 

 

Source: JRC analysis. 
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Figure 19. Annual global demand for technology-specific material in 2018 in t/year (table, left) and relative demand in 
2030 and 2050 as a ratio of current demand (charts, right) for total (top), onshore (middle) and offshore (bottom) wind 

B Total 73 

 Onshore 57 

 Offshore 16 

Dy Total 314 

 Onshore 262 

 Offshore 51 

Nd Total 2 814 

 Onshore 2 302 

 Offshore 512 

Pr Total 450 

 Onshore 356 

 Offshore 94 

Tb Total 117 

 Onshore 98 

 Offshore 19 
 

 

 

 
Source: JRC analysis. 
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As done for the EU analysis, the predicted material demand was charted as a proportion of the current global 
supply (Figure 20 and Figure 21). The current global supply, equivalent to 100% in the figure, was used as an 
indicative availability threshold. 

As with the EU, an increase in demand to above or close to the current supply levels was identified for the 
rare earths used in permanent magnets, such as neodymium, praseodymium, dysprosium and terbium, even 
though at global level the MDS demand level was satisfactorily far from the availability threshold in both 
2030 and 2050. Still, considering that only the needs of wind technologies are compared with the whole 
global supply, the deployment of the predicted number of wind power plants (in the MDS) alone may require 
up to half of the current supply. 

Figure 20. Global wind demand-to-global supply ratio in 2030 and 2050 – levels of demand close to current availability 

 
Source: JRC analysis. 

Figure 21. Global wind demand-to-global supply ratio in 2030 and 2050 – levels of demand below current availability 

 
Source: JRC analysis. 
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3. Solar PV 
This chapter defines the various scenarios for solar PV electricity production, along with the main trends and 
criticalities identified in material demand between today (2018) and 2050. 

First, an overview of solar PV technologies and the materials needed is presented, then the effects of the four 
individual factors (capacity, lifetime, market share, material intensity) is defined and analysed. At the end of 
the chapter, the three scenarios arising from the combination of low, medium and high values associated to 
the four factors are analysed, highlighting the criticalities for each specific material. 

3.1. Solar PV technologies and material usage 

3.1.1. Solar PV technologies 

Solar PV panels are currently based on different sub-technologies, the most common of which are: 

 wafer-based crystalline silicon (c-Si), either single-crystalline or multi-crystalline silicon (no 
distinction between the two will be made in this study) (5); 

 cadmium telluride (CdTe); 

 copper indium gallium diselenide (CIGS); 

 amorphous silicon (a-Si). 

The latter three technologies are collectively known as thin-film technologies, due to the limited thickness of 
the PV cell, which is in the order of few micrometres, compared to the 150-200 μm of silicon-based wafers. 
This difference is because the materials used in thin-film technologies absorb light 10-100 times more 
efficiently than c-Si. 

Other innovative PV technologies such as multi-junction cells or hybrid devices at nanoscale level are 
currently under development. These new technologies promise greater efficiency and/or cost reductions in the 
long term. The most promising technologies are (Jean, Brown, Jaffe, Buonassisi and Bulovic, 2015): 

 copper zinc tin sulphide; 

 perovskite solar cells, developed from solid-state dye-sensitised cells; 

 organic PV; 

 dye-sensitised solar cells; 

 colloidal quantum dot PV. 

However, the market success of these emerging technologies is uncertain and in any case highly unlikely to 
take place on a large scale in the near future. Therefore this report only considers the four mature 
technologies listed above, which will monopolise or at least dominate the market over the next three decades. 

3.1.2. Materials used in solar PV 

It is possible to classify the materials used in solar PV technologies into two main groups: the non-cell general 
materials that are used in the PV modules and systems (balance of system) and the materials that are 
necessary for the manufacturing of the solar cell itself. 

Figure 22 provides a diagram of a solar panel, illustrating the different constituent layers. As can be seen, the 
solar cell, actively converting light into electricity, is but one of many components in a complete solar panel. 

  

                                                        
(5) In single-crystalline PV panels, cells are composed of one single grain. Multi-crystalline cells, on the other hand, contain several 

grains with a random orientation, typically with a width of 1 cm2 (Jean, Brown, Jaffe, Buonassisi and Bulovic, 2015). 
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Figure 22. Simplified illustration of a PV panel 

 
Source: Jean, Brown, Jaffe, Buonassisi and Bulovic (2015). 

 

The general materials are listed below, along with their main applications as reported in Jean, Brown, Jaffe, 
Buonassisi and Bulovic (2015) and Copper Alliance. 

 Concrete. System support structures. 

 Steel. System support structures. 

 Plastic. Environmental protection. 

 Glass. Substrates, module encapsulation. 

 Al. Module frames, racking, supports. 

 Cu. Wiring, cabling, earthing, inverters, transformers, PV cell ribbons. 

The specific materials, and the solar cells they are used to manufacture, are as follows. 

 Si. c-Si and a-Si technologies. 

 Ag. c-Si technologies. 

 Ge. a-Si technologies. 

 Cd. CdTe technologies. 

 Te. CdTe technologies. 

 Cu. CIGS technologies. 

 In. CIGS technologies. 

 Ga. CIGS technologies. 

 Se. CIGS technologies. 

Many materials are technology dependent, meaning that their usage is related to the relative market shares 
of each technology (see following chapters), therefore the need for the materials can vary significantly. 

3.2. Power generation capacity of solar PV 

Capacity scenarios based on the political commitment discussed in Section 1.3.1 are shown in Figure 23. As 
can be seen, there is little difference between the scenarios for the EU up to 2030 as the political 
commitments laid out for the next 10 years are roughly the same for all of them. Worldwide, the LDS and 
MDS situations are similar, but the HDS will require a significant increase in the annual installed capacity from 
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day one. This is due to the fact that the global HDS is extremely ambitious and aims to produce all energy 
using renewable sources by 2050. In order to achieve these ambitions, a huge and immediate expansion of 
renewable energy is required. 

Figure 23. Capacity scenarios for solar PV 

  

Source: JRC representation based on the IRENA database (IRENA, ‘Statistics Time Series’) for 2000-2018; and European Commission 
(2018), Carlsson et al. (2020), IEA (2017) and Teske (2019) for 2019-2050. 

 

3.3. Lifetime and annual installations of solar PV panels 

Solar PV technology has been experiencing a surge that only started about 10 years ago, so it is difficult to 
make solid assumptions about the relevant plant lifetimes: the operational lives of the large majority of PV 
plants installed worldwide are still ongoing. 

In general, a range of 20-30 years of operation, with a central reference value of 25 years, is commonly 
assumed for solar panels (Fraunhofer Institute for Solar Energy Systems (ISE), 2019), even if lifetimes can 
also be longer than 30 years (JRC, 2018b). This study follows the first assumption, favouring a more 
conservative approach. 

A lifetime of 25 years is thus the reference value associated with the MDS, with a variability of 5 years to 
cover a reliable range of potential lifetimes under optimistic and pessimistic conditions. Therefore, the LDS 
assumes an operational lifetime of 30 years, implying lower replacement rates and thus a reduced need for 
materials. On the other hand, the HDS assumes an operational lifetime of 20 years, implying higher 
replacement rates and hence an increased need for materials. 

Combining these lifetime data with the capacity scenarios shown in Figure 23, the annual deployment rate 
shown in Figure 24 can be obtained. 

Figure 24. Annual installed capacity of solar PV by 2050 

  
Source: JRC analysis. 

At EU level the rate of increase in annual installed capacity of solar PV will be roughly constant throughout 
the timeline and in all scenarios. Worldwide, the relative annual deployment will be more gradual in the LDS 
and MDS, while in the HDS it will require a steep increase in the next few years with a slower rate of increase 
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from 2026 onwards. The difference between the EU and global forecasts is mainly due to two factors. On the 
one hand, it is expected that a significant rise in installed capacity will come from Asia, more than from the 
western world. On the other hand, the forecasted deployment of European installed capacity is steeper in the  
scenarios used for global analysis than in the scenarios used for EU analysis. As mentioned in the sections on 
methodology, there are indeed some discrepancies between the underlying assumptions in the EU and global 
scenarios. One reason for the difference is that we decided to design our EU models on the basis of specific 
and up-to-date policy scenarios and targets that were currently relevant at EU level, as this would provide 
more insightful results. 

3.4. Market share of solar PV technologies 

The global PV market has been dominated by c-Si panels since its take-off at the beginning of the century 
(Figure 25). This is because c-Si panels are still more efficient than commercial thin-film modules (whose 
efficiency is only 12-15% compared to 15-21% for c-Si) (Jean, Brown, Jaffe, Buonassisi and Bulovic, 2015). 

Figure 25. Global annual solar PV market share over time 

 

Source: Fraunhofer Institute (ISE, 2019). 

 

Details on thin films are reported in Figure 26. In the early 2000s, a-Si panels dominated the thin-film sector, 
but their market share has continuously decreased since then due to low efficiency. CdTe panels peaked 
towards 2009, followed by a constant decrease. CIGS panels started to grow during that period and now they 
have almost the same share as CdTe. 

The current market shares of various PV technologies are summarised as follows. 

 c-Si. 95.4%. 

 CdTe. 2.4%. 

 CIGS. 1.9%. 

 a-Si. 0.3%. 

Thus, thin-film technologies amount to 4.6% of the current market share (6). 

 
  

                                                        
(6) These values refer to 2017 but they have been treated as valid for 2018 as well. 
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Figure 26. Global annual thin-film market share 

 

Source: Fraunhofer Institute (ISE, 2019). 

 

Thin-film technologies contain the more critical raw materials according to the EU 2020 assessment, so the 
definitions of the LDS, MDS and HDS are based on this group of technologies, while c-Si fills the remaining 
market share. In the MDS, the share of thin-film technologies grows linearly until it reaches 10% in 2050 
(CdTe and CIGS each have 4.5% and a-Si has 1%), which roughly corresponds to the average aggregate level 
of the past 20 years but maintains the current sub-technology composition. Hence, c-Si slightly decreases to 
90% in 2050. The LDS hypothesises that c-Si will gain an almost full coverage of the market, following a 
trend that began in 2009. Specifically, it hypothesises that c-Si will reach 99% in 2050 and CdTe and CIGS will 
share the remaining 1%, while a-Si will disappear from the market. In the HDS, thin-film technologies are 
characterised by a massive growth that partly challenges the dominance of c-Si: the share of CdTe and CIGS 
panels each reach 10%, while a-Si is expected to be limited to 3%, based on the current issues related to its 
low efficiency. Hence, c-Si decreases to 77%. These values are applied to both the EU and the global 
scenarios. These assumptions are of course indicative and are based on currently observed trends. 

Figure 27 summarises the resulting aggregate market shares of thin-film technologies. 

Figure 27. Projections of thin-film market share by 2050 

 

Source: JRC analysis. 
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3.5. Material intensity in solar PV technologies 

Concrete, steel, plastic, glass, aluminium and copper are general materials used in the structural and electric 
components of the PV power plants and are common to all technologies. The following material intensities 
have been assumed for 2018 (Jean, Brown, Jaffe, Buonassisi and Bulovic, 2015). 

 Concrete. 60.7 t/MW. 

 Steel. 67.9 t/MW. 

 Plastic. 8.6 t/MW. 

 Glass. 46.4 t/MW. 

 Al. 7.5 t/MW. 

 Cu. 4.6 t/MW. 

Only minor innovations are likely to affect these materials, hence the material intensity in 2050 is set at 80%, 
90% and 100% of the current values in the LDS, MDS and HDS, respectively, in line with the assumptions for 
wind power. These assume that the structure of the PV modules will be based on the current design 
frameworks. This is because to the best of our knowledge no major R & D activities are under way on panel 
design that could lead to significant changes in the composition of the materials. 

More articulated assumptions have been made for the specific materials used in the solar cells, i.e. silicon, 
silver, cadmium, tellurium, copper, indium, gallium, selenium and germanium. 

The material intensity of silicon in c-Si panels has been characterised by a massive reduction in the last 
decades, especially in correspondence with the solar PV expansion that took place about a decade ago (see 
Figure 2). Specifically, it has now reached 4 g/W (i.e. t/MW), compared with 16 g/W in 2004 (see Figure 28 (ISE, 
2019)). This trend is likely to continue in the future, as silicon consumption is expected to drop to between 2.1 
and 3 g/W in 2028 (JRC, 2018b). 

Figure 28. Changes in wafer thickness and silicon usage in c-Si 

 

Source: Fraunhofer Institute (ISE, 2019). 

The material intensities of the other materials used in solar cells have been taken from Nassar, Wilburn and 
Goonan (2016), the results of which are compatible with the modelling framework adopted in this study. 

In general, it is difficult to determine the composition of solar panels precisely as the technology is still recent 
and most of the manufacturing processes are trade secrets, especially for CdTe and CIGS. This means that a 
range of values can be found for current material intensities. The literature provides an overview of current 
material intensities, which highlights the great variability that characterises some materials (Valero, Valero, 
Calvo and Ortego, 2018; Nassar, Wilburn and Goonan, 2016). 
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A significant technological development is forecast for all materials, following advancements in conversion 
efficiency or in the production process. This results in a marked decrease in the material intensity in the HDS. 
Figure 29 reports the material intensity scenarios as found in the literature (Nassar, Wilburn and Goonan, 
2016). Material intensities for silver and germanium (i.e. the two materials used in silicon-based technologies) 
originate in a common starting point in 2010, while the other materials show different material intensities as 
early as the base year. 

Figure 29. Future material intensities for solar cell materials (t/GW) 

 

Source: Nassar, Wilburn and Goonan (2016). 
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Table 3 summarises the values for material intensity as reported in Nassar, Wilburn and Goonan (2016) and 
other relevant references. For some materials, a range of values is reported. If three values are reported, they 
correspond to optimistic (low), neutral (medium) and pessimistic (high) intensity assumptions respectively. 

Table 3. Material intensities for solar PV panels reported in the literature 

Material Year Material intensity (t/GW) Reference 

Ag 

2010 84 
Nassar, Wilburn and Goonan (2016) 2020 13; 15; 18  

2040 1; 2; 6 

2019 (*) 20 Giurco, Dominish, Florin, Watari and McLellan 
(2019) 2050 (**) 4  

Cd 

2010 79; 89; 116 

Nassar, Wilburn and Goonan (2016) 2020 21; 36; 77 

2040 12; 17; 44 

2013 116.7-143 

Wellmer et al. (2019) 2025 63.8 

2050 33.0 

Te 

2010 89; 101; 132  

Nassar, Wilburn and Goonan (2016) 2020 23; 41; 87  

2040 14; 20; 50  

2013 99.7-135 

Wellmer et al. (2019) 2025 43.1 

2050 35.3 

2010 74 
Woodhouse et al. (2013) 

2030 17-19  

2014 (*) 30; 70; 300 Bustamante and Gaustad (2014) 

In 

2010 23; 29; 43  
Nassar, Wilburn and Goonan (2016) 2020 8; 12; 22 

2040 6; 7; 12 

2013 55.5-75  
Wellmer et al. (2019) 2025 45 

2050 3 

2050 5; 9; 20 Stamp, Wäger and Hellweg (2014) 

Ga 

2010 6; 8; 11  

Nassar, Wilburn and Goonan (2016) 2020 2; 3; 6  

2040 1; 2; 3  

2013 2-7.2 

Wellmer et al. (2019) 2025 3.2 

2050 1.2 

Se 

2010 48; 67; 107  

Nassar, Wilburn and Goonan (2016) 2020 15; 26; 51 

2040 11; 14; 25  

2013 10-39.3 

Wellmer et al. (2019) 2025 17.4 

2050 6.3 

Ge 

2010 73  

Nassar, Wilburn and Goonan (2016) 2020 36; 41; 48  

2040 14; 19; 24  

NB:  
(*) Values are reported as ‘current’: the year of publication has therefore been indicated. 
(**) The precise year is not reported but the analysis covers the period up to 2050. 
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For copper used in CIGS panels and silicon used in a-Si panels, values are often not reported in the literature. 
However, the relevant material demands are negligible. This is firstly because the material intensities are 
three orders of magnitude lower than those of the copper used in the general electric system and the silicon 
used in c-Si, respectively, and secondly because in no scenarios do CIGS and a-Si reach high market shares, 
whereas c-Si dominates the market in all scenarios and the copper used in the general electrical system is 
used in all technologies. However, these two contributions have been taken into account for the sake of 
completeness. 

Concerning copper in CIGS, we based our choice on a previous JRC study (JRC, 2016), which reports 24 t/GW in 
2015 and 15 t/GW in 2030. This is in line with other information in Wellmer et al. (2019), which indicates 
21 t/GW in 2013. 

With respect to the material intensity of silicon in a-Si, Jean, Brown, Jaffe, Buonassisi and Bulovic (2015) 
indicates a value of 60 t/GW, assuming record efficiencies obtained in laboratory conditions and 100% 
utilisation of materials and manufacturing yield. In order to calculate a more realistic commercial value, we 
considered the intensity of silicon used in c-Si: the report indicates 2 t/MW, when the commercial value in 
2015 (issue date of the reference) was 5 t/MW. The same proportionality (40%) has been applied, which has 
led us to assume an intensity of 150 t/GW of silicon in a-Si. This approximation seems reasonable as the 
report estimates the current material utilisation for a-Si in the range 15-70%. No values are reported in 
Wellmer et al. (2019) for this material. 

The values finally adopted in this work, both for the current status (2018) and the future prospects (2030 and 
2050) are summarised in Table 4. 

Table 4. Material intensity estimates for solar PV panels 

Technology Material Scenario Unit 2018 2030 2050 

All Concrete LDS t/MW 60.7 56.2 48.6 

All Concrete MDS t/MW 60.7 58.4 54.6 

All Concrete HDS t/MW 60.7 60.7 60.7 

All Steel LDS t/MW 67.9 62.8 54.3 
All Steel MDS t/MW 67.9 65.3 61.1 

All Steel HDS t/MW 67.9 67.9 67.9 

All Plastic LDS t/MW 8.6 7.9 6.9 
All Plastic MDS t/MW 8.6 8.3 7.7 

All Plastic HDS t/MW 8.6 8.6 8.6 

All Glass LDS t/MW 46.4 42.9 37.1 
All Glass MDS t/MW 46.4 44.7 41.8 

All Glass HDS t/MW 46.4 46.4 46.4 

All Al LDS t/MW 7.5 6.9 6.0 

All Al MDS t/MW 7.5 7.2 6.8 

All Al HDS t/MW 7.5 7.5 7.5 

All Cu LDS t/MW 4.6 4.3 3.7 
All Cu MDS t/MW 4.6 4.5 4.2 

All Cu HDS t/MW 4.6 4.6 4.6 

c-Si Si LDS t/MW 4.0 2.0 1.0 
c-Si Si MDS t/MW 4.0 2.75 2.0 

c-Si Si HDS t/MW 4.0 3.5 3.0 

c-Si Ag LDS t/GW 20.0 4.0 1.0 
c-Si Ag MDS t/GW 20.0 6.0 2.0 

c-Si Ag HDS t/GW 20.0 11.0 5.0 

CdTe Cd LDS t/GW 35.0 20.0 10.0 

CdTe Cd MDS t/GW 50.0 27.0 12.0 

CdTe Cd HDS t/GW 85.0 60.0 35.0 

CdTe Te LDS t/GW 35.0 20.0 11.0 
CdTe Te MDS t/GW 52.0 27.0 15.0 

CdTe Te HDS t/GW 95.0 70.0 40.0 
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CIGS Cu LDS t/GW 20.0 12.5 6.0 

CIGS Cu MDS t/GW 22.0 15.0 10.5 

CIGS Cu HDS t/GW 24.0 17.5 15.0 

CIGS In LDS t/GW 10.0 8.0 5.0 
CIGS In MDS t/GW 15.0 10.0 6.0 

CIGS In HDS t/GW 27.0 17.0 10.0 

CIGS Ga LDS t/GW 3.0 2.0 1.0 
CIGS Ga MDS t/GW 4.0 2.5 1.5 

CIGS Ga HDS t/GW 7.0 4.5 2.5 

CIGS Se LDS t/GW 22.0 17.0 9.0 
CIGS Se MDS t/GW 35.0 20.0 12.0 

CIGS Se HDS t/GW 60.0 40.0 20.0 

a-Si Si LDS t/GW 150.0 75.0 40.0 

a-Si Si MDS t/GW 150.0 100.0 75.0 

a-Si Si HDS t/GW 150.0 130.0 110.0 

a-Si Ge LDS t/GW 48.0 22.0 10.0 
a-Si Ge MDS t/GW 48.0 27.0 15.0 

a-Si Ge HDS t/GW 48.0 32.0 20.0 

Source: JRC analysis. 

3.6. Future material demand scenarios for solar PV 

In an assessment of all the different contributions from the previous sections it is possible to obtain demand 
scenarios for all the relevant materials. For clarity, only data for 2030 and 2050 are reported; however, data 
for all the intervening years are available. Results at EU level are presented first (Section 3.6.1) and then 
those at global level (Section 3.6.2). When major differences in trends are present, data are shown for each 
individual material. When the trends are similar, data are shown per category. 

3.6.1. Future material demand in solar PV at EU level 

Figure 30 shows the annual material demand for solar PV in the EU in 2030 and 2050. The different 
materials are divided into structural materials used for the frame and staffing of the PV systems and 
technology-specific materials. 

As in the section on wind, data for 2030 and 2050 are shown as a scale factor of the current (2018) demand, 
with the exact value of the current demand reported in the table in Figure 30. 

For structural materials, a net increase in material demands is expected in all scenarios, ranging from 2 (LDS) 
to 21 times (HDS) the current value by 2050. 

For technology-specific materials there is a large difference between the different scenarios. In the LDS we 
see a net decrease in material demand due to technological improvements and a subsequent significant 
decrease in material intensities (see Section 3.5). In the MDS the balance between increased capacity 
deployment and a moderate decrease in material intensities results in a moderate increase in demand (3 to 8 
times) for most materials. In this scenario, gallium, germanium, indium and selenium are the elements with 
the highest demand increases. The only material that still shows a slight decrease in demand in the MDS is 
silver, and this is due to the large increase in material efficiencies. In the HDS we see an increase in demand 
for all materials: by 2050 for silver we have a 4-fold increase, while for silicon we have up to a 12-fold 
increase. For cadmium, gallium, indium, selenium and tellurium the change will be more significant, as their 
demand will increase by 40 times, and germanium will see its demand rise to up to 86 times the current 
values. This distribution is mostly driven by the predicted relative market shares (see Section 3.4). 
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Figure 30. Annual EU demand for solar PV materials in 2018 in t/year (table, left) and relative demand in 2030 and 2050 
as a ratio of current demand (charts, right) 

Concrete  493 959 

Steel  552 072 

Plastic  69 735 

Glass  377 734 

Ag  155 

Al  61 019 

Cd LDS 6.7 

Cd MDS 9.6 

Cd HDS 16.3 

Cu  37 777 

Ga LDS 0.5 

Ga MDS 0.6 

Ga HDS 1.1 

Ge  1.2 

In LDS 1.6 

In MDS 2.4 

In HDS 4.3 

Se LDS 3.5 

Se MDS 5.5 

Se HDS 9.5 

Si  31 045 

Te LDS 6.7 

Te MDS 10.0 

Te HDS 18.2 
 

 

 
Source: JRC analysis. 

 

For easier comparison, the predicted material demands have also been charted as a function of the current 
global supply (Figure 31 and Figure 32), with 100% being equal to the current global supply of each material. 

The potential for supply risk is assessed by comparing the relative demand with an indicative availability 
threshold. A reference value of 22% was taken as the baseline, assuming that the EU access to the supply 
market for raw materials or components is proportional to its share of the global gross domestic product. 
Even though this assumption is likely not correct, it provides a general idea of whether a material could be 
subject to potential supply risks or not. 

For solar PV deployed at EU level the availability threshold is only significantly exceeded by germanium and 
tellurium in the HDS. However, it is important to bear in mind that the threshold is indicative of the current 
supply for all technologies, not just solar PV systems. Thus these two elements together with gallium, indium, 
selenium, silicon and glass could pose threats to the overall supply chain. 
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Figure 31. EU PV demand-to-global supply ratio in 2030 and 2050 – levels of demand close to current availability 

 
Source: JRC analysis. 

Figure 32. EU PV demand-to-global supply ratio in 2030 and 2050 – levels of demand below current availability 

 
Source: JRC analysis. 
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3.6.2. Future material demand in solar PV at global level 

Figure 33 shows the annual material demand for solar PV at global level in 2030 and 2050; the different 
materials are divided into the general materials used for the frame and staffing of the PV systems and those 
used for specific and unique components, such as the PV cells themselves. 

Data for 2030 and 2050 are shown as a scale factor of the current (2018) demand, with the exact value of 
the current demand reported in the table. 

Figure 33. Annual global solar PV material demand in 2018 in t/year (table, left) and relative demand in 2030 and 2050 
as a ratio of current demand (charts, right) 

Concrete  6 071 429 

Steel  6 785 714 

Plastic  857 143 

Glass  4 642 857 

Ag  1 908 

Al  750 000 

Cd LDS 83 

Cd MDS 118 

Cd HDS 201 

Cu  464 329 

Ga LDS 6 

Ga MDS 8 

Ga HDS 14 

Ge  15 

In LDS 19 

In MDS 29 

In HDS 53 

Se LDS 43 

Se MDS 68 

Se HDS 117 

Si  381 585 

Te LDS 83 

Te MDS 123 

Te HDS 224 
 

 

 
Source: JRC analysis. 

 

To put these results into perspective and to evaluate the potential for supply risks, the predicted demands 
were charted as a proportion of the current global supply (Figure 34 and Figure 35). We used the current 
global supply, equivalent to 100% in the figure, as an indicative availability threshold. 

As in the EU case, the availability threshold is only exceeded by germanium and tellurium in the HDS. 
However, the same warning as before applies as we are comparing solar PV demands with the overall supply. 
Compared to the EU case, however, the overall risk is less severe, with only indium, selenium and silicon 
threatening the supply chain, together with the aforementioned germanium and tellurium. 

  



44 

Figure 34. Global PV demand-to-global supply ratio in 2030 and 2050 – levels of demand close to current availability 

 

Source: JRC analysis. 

Figure 35. Global PV demand-to-global supply ratio in 2030 and 2050 – levels of demand below current availability 

 

Source: JRC analysis. 

 

 



45 

4. Conclusions 
To meet the ambitious goals established for 2030 and 2050 both at EU and at global level, the power 
generation capacity of renewables, and specifically of wind and solar PV systems, will have to increase in all 
possible scenarios. This will require the deployment of new power plants, which will lead to an increased need 
for components and raw materials. 

Compared to 2018 values, the EU demand for materials used in wind turbines will increase at different rates 
depending on the scenario analysed. By 2050, the demand is expected to vary as follows: 

 LDS. Demand will double for structural materials and will decrease to one third for technology-
specific materials, thanks to technological improvements and a more efficient use of materials. 

 MDS. Demand will increase around 5 times for structural materials and around 3.5 times for 
technology-specific materials. 

 HDS. Demand will increase between 11 and 12 times for structural materials and between 14 and 
15 times for technology-specific materials. 

At global level, a similar trend is expected for structural materials. For technology-specific materials, however, 
the demand increases are more severe: up to 15 times for boron and 16 times for neodymium in 2050 
compared to 2018. 

Looking at individual contributions for onshore and offshore wind, the EU demand for materials will increase 
more strongly for the onshore wind technologies. This is the opposite of the global trend, where a higher 
increase in material demands is expected for the offshore wind turbines. This is because globally, offshore 
wind is currently under-represented and will most likely experience a surge in the coming decades. At EU level 
offshore wind has already been characterised by some development and thus a lesser degree of future 
deployment is expected. 

The deployment of wind turbines according to EU plans alone will require in 2050 most of the neodymium, 
praseodymium, dysprosium and terbium currently available. As a consequence, a strong pressure on supplies 
is expected for the rare earths, particularly for dysprosium and terbium, but also for neodymium and 
praseodymium. 

In solar PV, by 2050, the various potential levels of EU need for materials are as follows. 

 LDS. Demand will double for structural materials, but will decrease slightly for specific materials 
used in PV cells. This is due to the great improvements in material efficiency and because this 
scenario considers low market shares for sub-technologies relying on specific materials. 

 MDS. Demand will increase 7.5 times for germanium, 6-7 times for indium, copper, plastics, 
aluminium, glass, concrete and steel, around 6 times for gallium and selenium and 3-4 times for 
tellurium, cadmium and silicon. A small decrease in demand is observed for silver. 

 HDS. Demand will increase 86 times for germanium, 36-40 times for indium, gallium, tellurium, 
cadmium and selenium, around 21 times for copper, glass, steel, concrete, aluminium and plastic, 
13 times for silicon and 4 times for silver. 

Material demands for solar PV vary greatly between the scenarios, as they are largely dependent on the 
relative market share of each technology. Although no major supply issues are foreseen, the MDS and HDS 
still imply a significant additional pressure on several materials, in particular germanium, tellurium, indium, 
selenium and silicon. Similar trends are also expected at global level. 

Meeting material demand will be key to achieving the low-carbon energy transition. As such it is important to 
keep monitoring the changes in the supply, consumption and criticality of the materials used in renewable 
wind and solar PV technologies. Efforts should be made to ensure stable and secure supplies of technology-
specific materials, in order to prevent any possible future shortages. 

To better assess EU resilience to such increasing demands for raw materials, additional studies are needed, 
looking at the evolution of future material supplies and comparing them with the material demand results 
presented in this report. 
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Annexes 

Annex 1. Historical market shares for wind sub-technologies 

Figure A.1 shows the market shares in terms of annual installation of wind turbines in the EU and at global 
level, for onshore wind and offshore wind from 1991 to 2018. For details on the different technologies and 
acronyms, please refer to Section 2.1.1 and Table 1. 

Figure A.1. Share of onshore (top) and offshore (bottom) wind turbine sub-technologies in the EU (left) and global (right) 
markets  

  

  
Source: JRC representation. 

 

In 2018, permanent magnet turbines accounted for the totality of the European offshore market and 76% of 
the global market. The DD-PMSG configuration in particular was most widely adopted. In the onshore market, 
turbines were largely based on the traditional GB-DFIG technology, which accounted for 34% and 52% of the 
EU and global installed capacities, respectively. Permanent magnets have been gaining market shares, but 
they are still less widespread, accounting for 30% and 32% of the EU and global markets, respectively (JRC 
wind database). 

The offshore market has been characterised by distinct phases, common to both the EU and global level. 
From the beginning of the 1990s to the beginning of the 21st century, the market was monopolised by 
GB-SCIG_NC turbines. These were abruptly replaced by GB-DFIG turbines, which were in turn displaced due to 
the widespread adoption of GB-SCIG turbines around 2007. These turbines are themselves now being 
replaced by permanent magnet turbines. 

On the other hand, technology adoption developed gradually in the onshore sector leading to a better 
balanced mix of technologies. GB-SCIG_NC and GB-WRIG turbines were progressively phased out over the 
years, as GB-DFIG gradually gained market shares (51% on average since the beginning of the century at EU 
level, 57% at global level), and is now itself being challenged by the rise of permanent magnet turbines. 
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Annex 2. Technological evolution of wind turbines 

The particular design requirements for turbines have changed over the last decade as wind turbines have 
grown larger and the penetration of wind into national power systems has increased (Centre for Sustainable 
Energy, 2017). The most obvious changes in design principles behind generator technology have been those 
that enable operation at variable speeds, driven by the need to better integrate with the grid, to reduce the 
generator weight and size and to minimise maintenance requirements (the rise of lighter designs with fewer 
moving parts has been driven by the greater stress placed on the gear mechanisms of large modern turbines). 

From 1980 to 1990, a typical turbine had a rated capacity of 0.075 MW and a rotor diameter of 17 m 
(Greenpeace, 2015) (Figure A.2.A). In 2009, less than 10% of wind turbines had a capacity of over 2.5 MW, yet 
this had increased to more than 35% by 2012 (Centre for Sustainable Energy, 2017). In 2013 the average 
capacity of wind turbines installed at offshore locations was 6 MW, up from 3 MW in 2010 (IEA, 2018). In 
2016 the largest commercially available turbines had a capacity of 8 MW (rotor diameter 164 m), and 
significantly larger turbines of 12 MW were projected to be commercially available in 2021 (IEA, 2018). 

Figure A.2. A. Evolution of size of typical commercial wind turbines; B. Evolution of size of offshore wind turbines; 
C. Evolution of rotor diameter compared with turbine capacity 

 
Source: A. Greenpeace (2015); B. IEA (2018); C. JRC (2012). 

 

The move away from smaller turbines towards a standard commercial size of several megawatts, thanks to 
the rapidly expanding offshore sector, has brought about an increase in turbines that employ an NdFeB 
permanent magnet, which allows for a direct-drive system with no gearbox mechanism (Centre for 
Sustainable Energy, 2017). 

The optimisation of design and the utilisation of lighter materials have historically offset the resulting 
increase in cost of towers and foundations related to the increase in size, and consequently in weight, of 
turbines and blades (IRENA, 2012). Accordingly, the relationship between the turbine capacity and the rotor 
diameter is logarithmic (Figure A.2.B and C). 

To maximise return on investment and the general cost-effectiveness of larger turbines, the industry has 
relied on material efficiency optimisation, meaning that less material is required for each unit of generating 
capacity. 

As a result, wind power system prices have declined significantly in most countries, driven by lower turbine 
costs. Wind turbine cost reductions in the last two decades, for both onshore and offshore wind turbines, have 
been achieved by economies of scale as the technology has improved and designs have become more 
standardised. According to IRENA (2012), this decline in cost also reflects increased competition between wind 
turbine manufacturers, along with lower commodity prices for steel, copper and cement. In the case of 

Turbine capacity (MW) 
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onshore systems, ‘[t]he supply chain has progressively caught up with demand, aided by more stable (but still 
volatile) commodity prices’ (IRENA, 2012). 

Turbine configuration 

As anticipated in the previous section, the average wind turbine capacity has grown significantly over the past 
30 years (Figure A.3). In 1985 typical turbines had a rated capacity of 50 kW (i.e. 0.05 MW) and a rotor 
diameter of 15 m; in 2016 commercially available wind turbines achieved 8 MW (IRENA, ‘Wind Energy’) and 
now a 12 MW turbine design is in development, to be marketed in 2021 (IEA, 2018). 

In 2017, 39% of onshore wind turbines installed globally had a capacity of between 1.5 and 2 MW, and 44% 
of offshore equipment had a capacity nominally in the range of 5.5-6 MW. In the EU, 37% of wind turbines 
used on land were capable of producing 3-3.5 MW, and the average capacity of offshore systems was 
identical to the capacity at global level (JRC web-based work programme database). Figure A.3 describes the 
evolution of the nominal capacity of wind turbines deployed at onshore and offshore sites since 1978 and 
1991, respectively, globally and in the EU (JRC web-based work programme database). 

As the amount of energy that can be produced from wind depends to a large extent on the size of the turbine 
(IRENA, ‘Wind Energy’; Willett, 2012), capacity growths over time, as described above, have essentially been 
achieved through the expense of larger rotors, higher towers and longer blades (7). 

Towers are designed for different heights to suit different wind speeds and physical loading. Thus, there are 
different options for tower height when configuring a turbine model for a specific wind plant location. In 
general, tall wind turbines tend to have shorter towers, while short wind turbines tend to operate on taller 
towers (Vestas, 2015).  

Figure A.3. Evolution of wind turbine size 

 

 

Source: JRC wind database. 

Abbreviation: P = Power. 

 

  

                                                        
(7) NB: The energy output is proportional to the dimensions of the rotor and the cube of the wind speed (IRENA, ‘Wind Energy’). 
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While the choice of the appropriate height depends on local site conditions, there appears to be a general 
trend towards taller towers in the wind turbine market. 

In 2014-2015, onshore wind turbines typically had towers 80-120 m tall, and in Germany, for example, they 
were on average 93 m tall (Greenpeace, 2015). In 2016, the height of commercially available models capable 
of producing 8 MW was over 200 m (IEA, 2018). 

The rotor diameter of this equipment has also increased significantly. As of 2015, onshore wind turbines had 
rotors ranging from 80 to 125 m in diameter (Greenpeace, 2015) and in 2016 the largest turbines available 
to the offshore market were equipped with rotors of over 160 m in diameter (IEA, 2018). 

The average blade size is also growing longer as this greater size ‘effectively increases the tip-speed ratio of 
a turbine at a given wind speed, increasing the amount of energy that can be produced’ (Willett, 2012). 

As the rotor increases in size on larger machines, so does the turbine mass and the amount of materials 
needed for manufacturing. As shown in Figure A.2, the relationship between turbine capacity and rotor 
diameter seems to be best described as logarithmic, which suggests that although material consumption will 
continue to grow, the rate of increase will likely decelerate. A comparable trend is to be found in Figure A.4 
below, produced with data obtained from Andersen et al. (2016), Vestas (2014b, 2018b) and several Vestas 
LCA studies. Here, a positive logarithmic correlation is shown between the rotor diameter or the quantity of 
blade materials and the turbine’s rated capacity. 

Other studies found that linear or exponential progressions better represent the interdependence of blade 
mass and turbine capacity (8) and of rotor mass and rotor diameter, as shown in Figure A.5. It is concluded, 
based on the latter, that increasing the rotor diameter by 200% has the effect of increasing rotor mass by 
around 100%. 

Figure A.4. Correlation between turbine capacity and rotor diameter 

 

 

Source: Various, including Andersen et al. (2016), Vestas (2014b, 2018b) and several Vestas LCA studies. 

  

                                                        
(8) NB: According to Willett (2012), blade mass scales as the cube of the turbine radius. Loading due to gravity constrains systems 

with larger blades. 
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Figure A.5. A. Documented examples of correlations between blade mass and turbine capacity; B. Documented examples 
of correlations between rotor mass and rotor diameter 

 
Source: A. Pu and Barlow (2017); B. Andersen et al. (2016). 

 

Based on the considerations discussed, a key aspect enabling larger turbine systems to work is the limiting of 
the weight of components, by using lighter materials and increasing resource efficiency. 

In the present study, an attempt was made to decode and understand these correlations. A dataset based on 
Vestas equipment data (Vestas, 2014b, 2018b) with the composition of 2-4 MW onshore wind turbines was 
used as reference. All turbines considered are of type GB-DFIG. 

Figure A.6 shows that there are strong positive correlations between the rotor diameter or tower height and 
the turbine mass. For example, increasing the rotor diameter from 90 m to 150 m or the tower height from 
80 m to 155 m has the potential to increase the turbine mass by 191%. Following an increase of 65% in the 
tower height, the foundation weight will also be increased about 75% on average. 

Figure A.6. Different masses of 2-4 MW onshore Vestas turbines and correlations with turbine size (rotor diameter, hub 
height and tower height) 

  

 
Source: Vestas (2014b, 2018b) (rotor and hub height); various Vestas LCA studies (foundation). 

 

In addition, Figure A.7 shows that increasing the size of the wind energy system has the effect of increasing 
the consumption of raw materials, a trend which is most visible for steel, aluminium and polymer materials. 
Total steel consumption, for example, is increased from 200 t to 620 t by increasing the rotor size from 90 m 
to 150 m, which corresponds to an increase of around 200%. Aluminium and polymer materials, on the other 
hand, are increased by around 150% and 250%, respectively. 
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Figure A.7. Correlations between rotor diameter and consumption of materials in 2-4 MW Vestas turbines 

 

   

    
Source: Vestas (2014b, 2018b). 

 

Although the absolute consumption of raw materials increases with the size of the turbine, the effect is offset 
by a higher energy production thanks to more resource-efficient turbine designs. Thus, the relative material 
input per MW generated has decreased in certain cases, while for other materials the average usage has 
remained constant or increased only slightly (Figure A.8). 

For example, it is estimated that on average consumption of steel and polymers has increased by around 13% 
following turbine capacity increases from 2 MW to 4 MW. In the cases of glass/carbon composites and 
electronics, increasing the turbine’s rated power has had the effect of diminishing consumption by around 
30%. Small decreases of about 6% in average usages of aluminium and copper were also achieved by the 
same method (Figure A.8; Table A.1). 

In the future, further efficiency improvements will likely take place, with a consequent reduction in material 
demand (Kim et al., 2015). On the other hand, a portion of the demand is likely to be redirected towards 
alternative and lighter materials in an effort to reduce costs while maintaining strength and satisfying 
structural fatigue requirements. 

Assuming that the average offshore turbine capacity will increase from 5.5 MW (the capacity of 60% of 
turbines currently deployed in the EU) to 7 MW in 2030 and later to 8 MW (towards the upper limit of the 
range defined so far), the material usage patterns shown in Table A.1 are likely to emerge in the future. 
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Figure A.8. Trends in material usage compared with turbine capacity. Average figures and general trends given in red 

 

Source: Vestas (2014b, 2018b); Vestas LCA reports. 

 

Table A.1. Percentage of increase or decrease in material usage based on the increase in turbine size, in two timeframes 

  Increase in material usage 

 
Turbine capacity 
increase (MW) 

Steel Aluminium Copper Polymers Glass/carbon 
composites 

 
2 13% – 6% – 6% 13% – 30% 

2030 1.5 10% – 5% – 5% 10% – 23% 

2050 2.5 16% – 8% – 8% 16% – 38% 
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Deployment of lightweight materials 

Trends towards the use of more lightweight materials have already changed material usage patterns and will 
continue to do so in the future. Lightweight materials already play an important role in the wind energy sector 
and their use is expected to grow in the coming decades (Figure A.9). According to McKinsey (2012), in 
industries such as the wind energy, automotive and aviation, traditional steel will be substituted to a large 
extent by HSS; aluminium and carbon fibre will also be increasingly used.  

Figure A.9. Trends towards the use of lightweight materials 
between 2010 and 2030 

 

 
Source: Adapted from McKinsey (2012). 

 
As discussed in Section 2.1.2, steel 
represents over 80% of the total turbine 
mass. Part of this amount (around 20%) was 
already made up of HSS (of above 550 MPa) 
in 2010  (McKinsey, 2012). The turbine tower 
is almost entirely made of steel (around 
93%) and represents the largest portion of 
the turbine cost (around 26%). 

Turbine towers are a relatively mature 
component and represent a large part of the 
turbine cost. Therefore, although further 
integration of lightweight materials is 
possible, such a trend is unlikely to 
materialise (IRENA, 2012). As HSS offers the 
potential for weight reduction but at a much 
higher cost (9), no major change from the 
current situation is expected until 2030 
(Figure A.9).  

Carbon fibre, on the other hand, will most likely be increasingly used. This is an extremely lightweight material 
already used in turbine blades, and which offers comparative advantages over glass fibre (the main structural 
material used today across turbine blades, regardless of manufacturer or model). Its use can reduce the high 
stress to which turbine blades are subjected due to their size (length and mass), at high wind speeds. Besides 
weight, carbon-fibre-reinforced laminates can also increase stiffness, resulting in improved stabilisation 
(Willett, 2012; McKinsey, 2012). 

These benefits increase as blade size increases and thus might also ‘allow for a further increase in blade 
length that cannot be achieved with glass fiber, resulting in greater output per wind turbine’ (McKinsey, 2012). 
Such developments would be especially relevant in offshore applications. 

‘The use of carbon fibres in 60 m turbine blades is estimated to reduce total blade mass by 38% and decrease 
cost by 14%’ in comparison with a situation where blades are composed entirely of fibreglass (Willett, 2012). 

McKinsey (2012) forecast that carbon fibre usage would increase from 0% in 2010 to 0.5% in 2030, which 
will result in a proportional reduction in the use of glass fibre from 4% in 2010 to 3.5% in 2030 (Figure A.9). 

Although carbon fibre costs have prohibited high penetration so far (the cost of carbon fibre is 57 times the 
cost of steel), a significant cost decline of up to 70% is expected over the next two decades (McKinsey, 2012). 
Based on market expansion and improvements in production and the aerodynamic efficiency of turbine 
blades, a significant cost decline has also been predicted by IRENA (2012). 

A trend towards more lightweight blades is indeed starting to emerge. Figure A.10 shows a reduction in the 
amount of glass/carbon composites as turbine mass and capacity increase, which was possible by replacing 
glass with more lightweight carbon fibre. A decrease of 15% on average in the amount of glass/carbon 
composites per MW of installed capacity was discussed above. 

 

                                                        
(9) HSS offers a weight advantage of 20% over steel at an additional cost of 15% per part. Aluminium is 40% lighter but 30% more 

expensive (McKinsey, 2012). 
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Figure A.10. Different masses of 2-4 MW onshore Vestas turbines and correlation with the weight of glass/carbon 
composites 

 
Source: Vestas (2018b, 2014b); Vestas LCA reports. 

 

Type of foundation – implications for material consumption patterns 

The foundations for onshore and offshore wind power plants differ considerably. 

Onshore foundations are of two types: gravity base foundations (the most commonly used) and rock-
anchored foundations, consisting of large platforms made of reinforced concrete and steel (steel-reinforced 
concrete slabs). Their size varies depending on the turbine tower height and the wind class, which affects the 
mechanical loads on the foundation (Vestas, 2011). The typical foundation for the V90-3.9 MW equipment for 
example is 15 × 15 m and 2 m deep (Vestas, 2006). 

Onshore foundations weigh between 800 and 2 000 t, 95% of which is made of concrete. On average, around 
120 t of steel and 392 t of concrete are used per MW (Vestas LCA reports). 

The size of onshore foundations will additionally depend on the groundwater level. In terrains with a high 
groundwater level, more concrete and steel reinforcement is required. It is estimated that the usage of steel 
and concrete is increased by around 2-5% in comparison with a low groundwater scenario, which is however 
more representative of the majority of wind power plant sites (Vestas, 2011). 

Offshore foundations, on the other hand, differ in terms of the depth at which the wind turbine will be 
installed (Figure A.11). Offshore wind farms placed in maximum water depths of 30 m can use a gravity base 
foundation, which involves a large concrete or steel platform or monopile foundations made up of a thick 
steel pipe cylinder of up to 6 m in diameter with a wall thickness of 150 mm, anchored directly to the seabed. 

In 2012 most of the offshore wind turbines installed around the world used a monopile structure (IRENA, 
2012). 

Tripod and jacket foundations are used at greater depths. A jacket foundation has a lattice framework that 
features three or four seabed anchoring points. Although it is more expensive than a monopile or gravity base 
foundation, it is cost-efficient at greater depths (World Steel Association, 2012; Iberdrola). 

Additional types of foundation consist of floating designs, employed at higher depths. However, of more than 
4 400 existing offshore turbines, so far only 10 units are based on floating structures (Hexicon AB, 2018). The 
first floating design (the HyWind installed in 2009 by Siemens and StatoilHydro) consisted of a steel floating 
structure filled with ballast of water and rocks and anchored to the seabed by steel wires (World Steel 
Association, 2012). Other designs such as the Hexicon (currently being evaluated) consist of a large platform 
supporting multiple turbines. The Hexicon’s platform is 480 m in diameter, supporting 54 MW of turbine 
capacity (World Steel Association, 2012). 

 

  



65 

Figure A.11. Types of offshore foundations 

 

Source: World Steel Association (2012). 

 

The large-scale introduction of offshore wind would be greatly facilitated by floating technologies enabling 
deployment in deep waters (European Commission, 2008). Potential developments based on floating 
foundations are being explored and the first projects using floating turbines are now entering into operation 
(IRENA, 2012; IEA, 2018). ‘At present, there are over 20 different concepts for offshore floating wind power. 
Most of these are so far only in a conceptual stage’ (Hexicon AB, 2018). A significant research and investment 
push is still needed to integrate or mainstream such technologies (IEA, 2018). 

Potentially, floating offshore systems could make up around 3% of the wind power market in 2030, assuming 
that by then global offshore installed capacity has reached 122 GW (IEA ETP Beyond 2 Degrees Scenario) 
(Figure A.12). Such forecasts additionally assume that by 2030, floating offshore wind power’s levelised cost 
of energy would be comparable to or below that of conventional offshore systems (Hexicon AB, 2018). 
Significant opportunities to reduce costs could be realised by reducing the concentration of steel in the 
platform (Hexicon AB, 2018). 

Figure A.12. Market growth projections of floating offshore wind power up to 2030 

 

Source: Hexicon AB (2018). 
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Annex 3. Potential for steel optimisation and material substitution 

Potential for steel optimisation 

Table A.2. Types of steel used in the various components 
of a 2 MW onshore wind turbine with hub height of 100 m 

 
                             Source: IMOA (2011). 

Steel is used in the manufacture of multiple wind 
power components. 

Table A.2 presents a summary of the typical steels 
used in a 2 MW onshore turbine design, based on 
International Molybdenum Association (IMOA) 
(2011). These materials can be additionally divided 
into two categories: high-alloy and unalloyed or low-
alloy steels. 

The main difference between the two types lies in 
the carbon content and the quantities of alloying 
elements. Unalloyed steels have an average carbon 
content of 0.22 to 0.60%, and besides iron they 
contain only minor amounts of alloying elements. 
Alloy steels on the other hand contain additive 
amounts of manganese (the most common alloying 
material), nickel, chromium and molybdenum, in 
quantities above 1% by weight. HSLA steel, a type of 
low-alloy steel, has enhanced mechanical properties 
obtained by the addition of small amounts of 
alloying elements and special processing techniques 
(ASM International, 2001). These microalloyed steels 
usually also contain niobium and vanadium to 
increase yield strength. 

Unalloyed or low-alloy steels represent the largest 
portion of steel consumption, i.e. 86% (Vestas LCA 
reports). The turbine tower is the main place where 
these types of steel, an example of which is the 
S355, are used. 

High-alloy steels represent 14% of the steels used. 
Examples of such steels include the grade 
18CrNiMo7-6, which in 2011 was the standard steel 
for windmill gearboxes (IMOA, 2011). 

Besides the turbine structure, steel is also used in the turbine foundation. A standard onshore foundation uses 
on average about 20% of steel compared with the turbine. Steel used in foundations is mainly unalloyed steel 
(94%) and the remaining 6% is high-alloy steel. 

The range of main alloying elements for high-performance steels used in wind turbines is provided in 
Table A.3. The average value of the range was used to calculate the demand for materials involved in making 
steels used in wind power systems. 

Optimisation of steel is an important aspect as the weight reduction of wind turbines is essential to allow for 
an increase in the size of components, and thus in the power performance, especially for offshore turbines. 
According to IMOA (2011), several weight-saving opportunities exist, notably through steel upgrading (for 
example steel grades used in support frames can be upgraded to grade 80 or 100 ksi) or by switching to 
stronger materials such as austempered ductile iron (ADI) in larger castings such as the hub, hollow shaft and 
gearbox. 

Upgrading the steel of a wind tower structure from grade S355 to S500 is also feasible, and would result in a 
weight saving of 30% (IMOA, 2011). A cost increase of 20-25% per t for the higher-strength steel would be 
offset by a reduction in material consumption (World Steel Association, 2012). 
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Table A.3. Range of main alloying elements for high-performance steels used in wind turbines. Chemical composition 
(mass fraction) (wt%) 

Type of steel Functional unit Si (%) Mn (%) Cr (%) Mo (%) Ni (%) Reference 

High-alloy steel 18CrNiMo7-6 < 0.4 0.5-0.9 1.5-1.8 0.25-0.35 1.4-1.7 IMOA (2011) 

HSLA steel, 
structural quality Type S355 0.55 < 1.60 0.30 0.08 0.30 

Steel Grades, 
‘EN S355J2CJ3’ 

Unalloyed steel  n/a < 0.4 0.4-0.9 < 0.4 < 0.1 < 0.4 
Dillinger Hütte 
GTS (2010) 

NB: For calculations of material usage developed in this study the following values were used. Unalloyed/low-alloy steels: Cr = 0.4%, 
Mo = 0.1%, Ni = 0.4% and Mn = 0.7%; high-alloy steels: Cr = 1.65%, Mo = 0.3%, Ni = 1.55% and Mn = 0.7%. 

In addition, the chemical composition of carburising steels can also be improved for large and heavily loaded 
gears, improving the reliability of key components. According to IMOA (2011), optimisation of the alloy 
18NiCrMo6-7 used in the turbine gearbox can be achieved by increasing the Mo content from around 0.3% in 
the standard alloy to 0.5%. In addition, ‘microalloying this steel grade with Nb [niobium] and Ti [titanium] 
reduces the carburizing time by up to 60%, leading to major processing cost savings and to significant 
reduction of the component’s CO2 footprint’ (IMOA, 2011). 

Material-for-material substitution 

Most of the attention to substitution is on permanent magnets, and specifically on the relevant rare-earth 
elements.  

Substitution options are available for NdFeB permanent magnets in wind turbines both at component and at 
material level, but with some limitations. Price spikes and concerns over supply risks have, for example, 
caused manufacturers to substitute certain rare earths for others; however, this has not changed the overall 
quantity of rare-earth elements in the permanent magnet. For example, praseodymium can be used in place 
of neodymium without impairing the magnet performance. Praseodymium can therefore account for up to 
approximately 7.5% of the magnet’s mass, although currently it is around 3-4% or as low as 1% (Nassar, 
Wilburn and Goonan, 2016). Dysprosium can be reduced or eliminated with a proportionate increase of 
neodymium, which is significantly less costly. 

Departing from the average amount of 3-6% dysprosium embedded in permanent magnets, certain 
manufacturers have redesigned their direct-drive generators to use less dysprosium. For instance, Siemens 
Gamesa Renewable Energy has reduced the amount of dysprosium to significantly below 1% in their wind 
turbines. Goldwind eliminated the use of dysprosium entirely in some generators and reduced its use in other 
models to less than 1% (Wind Power Monthly, 2018). 

Additionally, dysprosium can be replaced with terbium, which is noted to be more effective at improving a 
magnet’s coercivity than dysprosium, such that a magnet requiring 4% dysprosium is replaced with only 3% 
terbium (Pavel et al. (2017) and Nassar, Wilburn and Goonan (2016) and references therein). However, 
‘because Tb has historically been more expensive than Dy, its use in permanent magnets has, however, 
typically been limited’ (Nassar, Wilburn and Goonan, 2016). 

In Vestas turbines, rare-earth elements are used in the permanent magnet generators of the older 
GridStreamer models and in the EnVentus platform. In comparison to ‘older permanent-magnet generators, 
the EnVentus uses less light rare-earth material per MW and has eliminated the use of heavy rare earth 
materials altogether’ (Vestas, 2019). 

According to Rabe, Kostka and Smith Stegen (2017) ‘[t]here is further potential to reduce the use of 
dysprosium in permanent magnets, and experts anticipate that, within a few years, permanent magnets for 
wind turbines may no longer contain any significant amounts of the element’. 

From a component substitution perspective, ferrite magnets containing iron and strontium can be used 
instead of permanent magnets – however, in comparison, this reduces the efficiency by 3% (Månberger and 
Stenqvist (2018) and references therein). 
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In addition, wind turbines could theoretically be engineered with permanent magnets based on samarium and 
cobalt (SmCo5). However, the lower energy density of SmCo5 magnets and concerns regarding the price and 
the availability of both samarium and cobalt would render such an option unrealistic. 

Finally, the substitution of copper with aluminium is also a possibility. In particular, the selective incorporation 
of aluminium into certain turbine components (for example in the cast‐coil transformer in the nacelle or in the 
tower design) can reduce copper usage significantly (BBF Associates and Kundig, 2011). 

Some leading European manufacturers have already adopted aluminium cast-coil transformers, reducing 
overall copper intensity by 27% (from 3 500 t/GW in Gamesa turbines with a copper cast coil to 
2 500-3 000 t/GW in Vestas turbines with an aluminium cast coil). However, the replacement of copper with 
aluminium to lower the turbine cost presents some challenges due to lower strength, relaxation behaviour and 
corrosion resistance (BBF Associates and Kundig, 2011). 
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